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ABSTRACT 

A frame-patch matching based robust video watermark­
ing using KAZE feature is proposed in this paper. We em­
ployed the KAZE feature for matching the feature points of 
frame-patch with those of all frames in video. In our method, 

the watermark information is embedded in Discrete Cosine 
Transform (DCT) domain of randomly generated blocks in 
the matched region. In the extraction process, we synchro­

nized the embedded region from the distorted video by using 
KAZE feature matching. RST (rotation, scaling, translation) 
parameters are estimated and the watermark information can 

be extracted. Experimental results showed that our proposed 

method is very robust against geometrical attacks, video pro­
cessing attacks, temporal attacks, and so on. 

Index Terms- KAZE feature, Video watermarking, Ge­

ometrically invariant, Feature matching 

1. INTRODUCTION 

The rapid growth of network and PC technique have facili­
tated the wide use of digital multimedia content. It makes nu­
merous advantages over the analog multimedia content, like 
easy copy, economic transmission via network or by physi­

cal media (CD, DVD, etc.). However, these advantages have 
outstretched the security concerns of digital multimedia con­
tent such as copyright protection, owner's right problem, legal 

user verification and so on. 

In order to protect and preserve the copyright of digital 
content, many copyright protection techniques have been pro­
posed. Digital watermarking is a promising technique used 
for copy control and media identification and tracing. In digi­
tal watermarking, a watermark information is embedded into 

an image or video without affecting the quality but that can 
be detected using dedicated extraction software. 

However, various attacks are effective against watermark­

ing methods and watermark information can be destroyed un­
der those attacks [1]. Geometrical distortion is known as one 

of the most difficult attacks to resist because it resynchronizes 
the embedded location. Therefore, the watermark synchro­
nization process is required to restore the embedded location. 

A number of research related to watermark synchroniza­
tion has been conducted. Bas et al. [2] proposed a content­
based synchronization method, in which they use a set of 

disjoint triangles through Delaunay tessellation based on the 
salient feature points extracted from distorted image. In this 
method, a mis-detection of feature points may deteriorate the 
disjoint triangles, then the sets of triangles generated during 
watermark insertion and detection are different. With another 
view point, Nikolaidis and Pitas [3] proposed a watermark 

synchronization method based on image-segmentation using 

an adaptive k-mean clustering technique. The drawback of 
this method is that the image segmentation in k-mean cluster­
ing depends on the image-content, so that image distortions 
severely affect the segmentation results. Dajun et al. [4], Ho 
et al. [5], and Lee et al. [6] proposed the watermark synchro­
nization methods using object-based watermarking, where the 
object location is assumed to be known to make the extrac­
ti;n easy. But such assumption may not hold in real situa­

tions. With the similar motivation, Viet and Aizawa [7] used 
SIFT (Scale-Invariant Feature Transform) features to detect 
and match the object region. However, in their method, the 
object region is needed to select manually in advance. These 
conventional methods can be used only in "proof of owner­
ship" applications and are not suitable for video broadcasting. 

For robust watermarking of watermark synchronization, 
the selection of features (global feature or local feature) is 

very important. It is considered that the local features are 
.. 1 . more useful than global ones [8]. The KAZE leatures lS 

considered as local image properties and it is invariant to ro­

tation, scaling, translation, and partial illumination changes 
[9]. In this paper, we propose a robust video watermarking 
method based on frame-patch matching for synchronization 
of embedding and extracting watermark. In this paper, we ex­
tract the KAZE features from a video frame and match them 

1 http://www.robesafe.com/personal/pablo.a1cantarillaikaze.html 



Watennarked video 

Fig. 1. Frame-patch matching based embedding system. 

with those of frame-patch to detect the matched region in all 
frames. Using the matched region, we generate the embed­
ding and extracting region for watermark information. In our 
method, the watermark is embedded into the matched region 
based on Discrete Cosine Transform (DCT) domain. To de­

tect the embedded information in the video, we first detect 
the matched region by using KAZE feature matching. And 
by calculating the affine parameters, we can geometrically re­
cover the video frame, and can easily extract the watermark 
information. 

This paper is organized as follows. Section 2 introduces 
our proposed frame-patch matching based video watermark­

ing. Section 3 presents the results of the experiments. Section 
4 concludes the paper. 

2. PROPOSED VIDEO WATERMARKING 

In order to synchronize the embedded region and extracted re­
gion, we decide to choice the local image KAZE feature that 
is used to match the feature points of all frames and those of 
frame-patch. According to the matched KAZE feature points, 
the distorted video can be restored and the watermark infor­

mation can be successfully extracted. 

2. 1. Frame-Patch Matching based Embedding 

As shown in Fig. 1, we describe how to embed watermark 

information in our method. There are six steps in the scheme: 

-Step 1: Extract one frame F from the original video V 
and extract the KAZE feature points of frame F and frame­

patch Fp. After that, those feature points are matched each 
other to detect the region for embedding. The KAZE match­

ing method is explained in Subsection 2.3. 

-Step 2: Convert the RGB frame of the matched region to 

YCbCr color space. 

-Step 3: Transform Y-component to a frequency domain 
using Discrete Cosine Transform (DCT). 

-Step 4: Embed W(i, j) E {O,l},l :::; i, j :::; L to 
Y-component in the frequency domain, where L x L is the 
size of watermark. W ( i, j) is converted into a linear array 
Wl(k) = W(i, j), I :::; k :::; L2. One bit Wl(k) is extracted 

Fig. 2. Frame-patch matching based extraction system. 

to embed into DCT coefficient in frequency domain. The de­
tailed explanation of this step is described in Subsection 2.4. 

-Step 5: Compute the inverse DCT to obtain the modified 

Y and compose with the Cb and Cr components. 

-Step 6: Convert the modified YCbCr frame to obtain the 
modified RGB frame. 

Repeat Step 1 to Step 6 for all frames in video, we can 

obtain the watermarked video. 

2.2. Frame-Patch Matching based Extraction 

Fig. 2 describes how to extract the embedded information 

from the watermarked video by using KAZE feature points 

matching in frame-patch. This procedure consists of the fol­
lowing steps. 

-Step 1: Extract one frame FI from the watermarked 

video VI and extract the KAZE feature points of it. Next, 

the feature points of frame-patch Fp is used to match with 
those feature points of FI and detect the embedded region. 

-Step 2: Based on matched feature points, the rotation, 

scaling and translation parameters of distorted video is cal­
culated (see Subsection 2.5). Then, the distorted video is re­
stored. 

-Step 3: Convert the RGB frame of the matched region to 

YCbCr color space. 

-Step 4: Transform Y-component to a frequency domain 
using DCT. 

-Step 5: Here, the embedded information W1(k) can be 
extracted from matched region. The detail explanation of this 
step will be described in Subsection 2.4. 

Repeat Step 1 to Step 5 for all frames in video, we can get 
the watermark information from the watermarked video. 

2.3. Frame-patch matching method 

In order to synchronize the embedding region and extracting 
region, we have to find the common local features between the 
distorted video and the original video. By using the KAZE 

feature matching, we found that we can detect the matched 
feature for recovering the distorted video. 

First, the KAZE features extracted from a target frame F 
are matched with those of a frame-patch Fp. Here, the Pablo's 
method [9] is used for matching. 



Fig. 3. Matched region using KAZE feature matching. 

Suppose that the KAZE feature points pz, qk are extracted 
from frame F and frame-patch Fp, respectively: 

pz (x Z, YZ, Az, oz, fz), fori E 1, ... , L, (1) 

qk (x �, y�, A�, o�, fU, for k E 1, . . .  , K, (2) 

where Xz, Yz, AZ and 0z are, respectively, the x- and y-position, 

the scale and the orientation of the l-th detected feature point 
of frame F. The element fz is a 64-dimensional or 128-
dimensional local edge orientation histogram of the l-th point. 
The symbol " , " denotes the parameters of KAZE feature 

points in Fp. In our matching experiment, we used 128-
dimensional local edge orientation histogram. 

To find the matched point, for each point pz in F, we com­
pute its distances dIz and d2z to its two nearest neighbors in 
Fp: 

argmin Ilf� - fzll, k 
argmin Ilf� - fzll, k#knrin 

(3) 

(4) 

where kInin is the index of a feature point which had the min-

. d' d N . .  d fi d d11 Imum Istance IZ. ext, a ratIO Tz IS e ne as rz = d21' 
Given a threshold T, we can obtain a set of the matched points 
is M = {(Pz, qk) I Tz < T} . Using M, we can detect the 
matched region from all frames for embedding and extraction 
performance as shown in Fig. 3. Note that, the matched re­
gion is defined that the rectangle which covered all matched 
points in F. 

2.4. Embedding and Extraction algorithm 

The embedding and the extraction method are performed on 
DCT frequency domain of the matched region. First, we seg­

ment the DCT coefficients into 8 x 8 blocks. In each block, 
two coefficients at (Xi, Yi) and at (Yi, Xi) are selected ran­
domly from the 64 coefficients and their DCT coefficients 

f(Xi, Yi) and f(Yi, Xi) are modified with the watermarking 
strength a (a > 0): 
When Wz(k) = 0, 

{ j"(. .) _ f(Xi, Yi) + f(Yi, Xi) _ 9: 
Xt, Yt -

2 2 

f'(. .) - f(Xi, Yi) + f(Yi, Xi) 
+ 

9: (5) 

Yt, Xt -
2 2 

In the information extraction, the embedded bit can be 
extracted by comparing f'(Xi, Yi) and f'(Yi, Xi), where f' 
indicates that corresponding distorted DCT coefficients: If 

f(Xi, Yi) > f'(Yi, Xi) then W{(k) = 1, otherwise W{(k) = 

O. 
The watermark strength a effects to quality of water­

marked video. Therefore, in our experiments, set the basis 

value of a to 0.15. This value will be increased or decreased 
based on the feature of the local region. 

After extracting the watermark W{(k), two dimensional 
watermark W'(i, j) is formed from W{(k) as, 

W'(i, j) = W{(k), 1 <::: k <::: L2, 1 <::: i, j <::: L (7) 

The watermark is extracted from all the frames. Suppose, 

there are FN frames, the number of watermarks extracted at 
the receiver side will also be FN . The final watermark Wv 
needs to be constructed from these F N watermarks based on 
some decisions. In our method, voting method is made using 
maximum occurrence of bit value (either bit "0" or bit "1") 
corresponding to same pixel location in all extracted water­

marks. This voting method can be represented by mathemat­

ical method using the following equation, 

Wv(i, j) = voting(Wj(i, j)), 1 <::: f <::: FN, 1 <::: i, j <::: L 
(8) 

2.5. Estimation of RST parameters 

According to the KAZE feature point matching, the rotation, 

scaling and translation parameter can be estimated based on 
some sets of matched points M. 

First, we can estimate the scale parameter A between the 

frame and frame-patch as follows: 

(9) 

where Ai and A� are the scales of matched feature points of 

frame F and the frame-patch Fp, respectively. 

Next, we estimate the angle ex of rotation by using the 
feature points matched to each other. The rotation angle is 
estimated as follows: 

(10) 

where exi and ex� denote the centre angle of the feature point 

i of frame-patch and that of the corresponding feature point i 
rotated distorted frame, respectively. 



After adjusting the differences of scale and rotation, we 
calculate the translation parameters 5x and 5y, which corre­
sponds to the differences in width and height, respectively. 
Let the coordinates of frame-patch feature points i is (Xi, Yi) 
and that of the corresponding distorted frame feature points 

(x �, y�). Then the translation parameters are estimated as fol­

lows: 

( 11) 

3. EXPER IMENTAL RESULT 

3. 1. Experimental environment 

3.1.1. System and datasets 

To evaluate the proposed method fairly, we used different 

standard of three video sequences2 (Akiyo: 300 frames, 
2Sfps; Coastguard: 300 frames, 2Sfps; Carphone: 382 

frames, 12fps) in QCIF format (Width x Height = 176 x 

144). All experiments were performed in the Mac OSX 
10.6.8 system. The watermark is denoted by a binary image 

with the size L x L = 64 x 64. GCC version 4.0.13 and the 
MPlayer version 1.1-4.2.14 were used to convert and view the 

experimental video data. 

3.1.2. Evaluation measurement 

In order to evaluate the performance of the proposed method, 
the transparency and the robustness for watermarking are used 
to measure the system performance. 

The transparency is important measure to evaluate the wa­
termarking. The peak signal-to-noise ratio (PSNR) and Struc­
tural Similarity Index Measure (SSIM) are used as a crite­
rion to estimate the invisibility [10]. In these experiments, the 
PSNR and SSIM were calculated for every video sequences. 
Since PSNR and SSIM do not take the temporal activity into 
account, to compare the perceptual quality, the video quality 

metric (V QM) [11] is also employed. This metric is between 
zero and one; zero means not having any distortions while one 

shows maximum impairment. The original sequences and the 
watermarked sequences are used as the original and the pro­

cessed clips. 

For robustness, it is also an important factor in watermark­

ing. A measure of the normalized correlation (NC) [12] calcu­
lated the difference between the extracted watermark Wv (i, j) 
and the original watermark W( i, j) is used to evaluate the per­

formance system. 

2http://media.xiph.org/video/derf/ (Accessed on 12 Dec 2012) 
3http://gcc.gnu.org/ 
4http://www.mp1ayerhq.hu/design7/d1oad.htm1 
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Fig. 4. Comparison of matched points of akiyo: (a) Clock­
wise rotation attacks with angle from 5° to 350°; (b) Scaling 
attacks with scale factor from 0.3 to 2.0; (c) Width translation 
attacks with 5x from 0 to Width/2; (d) Height translation 
attacks with 5y from 0 to H eight/2. Best viewed in color. 

3.2. Simulation results 

3.2.1. Feature points matching 

In order to evaluate the efficient of employing the KAZE 

feature, the rotation, scaling and translation attacks to video 
are taken into account and its feature points are matched 
with those of the frame-patch. We compared the number of 
matched points of KAZE with SIFT [14] and SURF [IS], re­
spectively. 

As shown in Fig. 4, we observed that the number of 
the matched points based SURF feature (red) is larger than 
KAZE feature (green) and SIFT feature (blue). The reason 
for this is SURF feature vector has 64-dimension for match­
ing, whereas SIFT feature vector and KAZE feature vector 

have 128-dimension. Therefore it is considered that the mis­
matching points of SURF feature are higher than others [9]. 
Then, the estimation of parameters from such mismatched 

points can be incorrect. 

Since at least two matched points are required for geo­
metrical recovery, we found that if we use KAZE feature, we 

can estimate the rotation parameters from -300 to +300 (Fig. 

4(a)), the scaling parameters from 0.3 to 2.0 (Fig. 4(b)) and 
translation parameters from 0 to Width/2 for width transla­

tion and from 0 to Height /2 for height translation (Fig. 4(c) 
and (d)). In general, the cropping rotations are slight for video 
and the rotation angles are no more than S degrees. Therefore, 
the estimation of rotation angles from -300 to +300 is con­
sidered that is robust enough for rotation attacks. "-" and 
"+" denote the clockwise and the anti-clockwise of the rota­

tion attacks. 

-+-�"'t ....... SWI 

� 

---. 



Table 1. Average PSNR[dB], V QM and SSIM value. 

[7] Our method 

Video PSNR SSIM V QM PSNR SSIM V QM 

Akiyo 35.42 0.93 0.22 37. 14 0.95 0.21 

Coas. 34.95 0.96 0.05 36.46 0.98 0.04 

Carp. 35.31 0.94 0.06 36.93 0.96 0.06 

3.2.2. Estimation attacked parameters 

In order to geometrically recovery, we estimated the geomet­
rical parameters (RST) from matched points. First, we imple­
mented rotation, scaling and translation attack, respectively. 
Fig. 5 shows the actual parameters "Truth" and the estimated 
parameters of KAZE, SIFT and SURF, respectively. 

In the estimated results of rotation attack (Fig. 5(a)), we 
saw that we can estimate the rotation angle from -30° to 30° 
as SIFT feature. There is large error estimation if we use 
SURF feature in the rotation attack. The average error rota­
tion estimations of KAZE, SIFT and SURF are 0.54°, 0. 11° 
and 4.57°, respectively. In the Fig. 5(b), we recognized that 
the estimated scaling factors are estimated close to "Truth" 

factor by using KAZE and SIFT. However, if scaling fac­

tor equals 0.3, the scale parameter can not be estimated 

by SIFT and SURF, whereas it can be estimated success­

fully by using KAZE. The average error scaling estimations 

of KAZE, SIFT and SURF are 0.05, 0.01 and 0.23. In the 

translation estimated results (Fig. 5(c) and (d)), we found 
that we can estimate the translation factor exactly from 0 to 
Width/3 and from 0 to Height/3 by using KAZE; from 0 
to Width/2 and from 0 to H eight/2 by using SIFT. 

According to our estimated result, SIFT feature, which 

is applied in [7], is better than another ones. However, the 
KAZE feature is considered to be enough for robust video 
watermarking and it can ensure the critical robustness of wa­
termarking technique. 

3.2.3. Quality evaluation 

As shown in Table 1, the average PSNR values of three water­
marked video sequences are 37.14, 36.46, and 36.93 decibels 
(dB), separately. All the values are higher than 36 dB. In ad­
dition, the average SSIM values of those are 0.95, 0.98, and 

0.96, respectively. All the values are also very close to 1.0. 

Perceptually, the original video and the watermarked video 
are visually indistinguishable. This implies that the water­
marking scheme can achieve visual transparence. By observ­

ing the V QM values of three watermarked videos, we con­
firmed that the videos, which have more motion (coastguard 
and carphone), are degraded litter than ones which have less 
motion (akiyo). 

The performance of our method is compared with [7]. We 
can see that our approach yields much better results than [7]. 
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Fig. 5. Comparison of estimated parameters of akiyo: (a) 
Estimated rotation attacks with angle from -30° to 30°; (b) 
Estimated scaling attacks with scale factor from 0.4 to 2.0; 
(c) Estimated width translation attacks with 5x from 0 to 
Width/2; (d) Estimated height translation attacks with 5y 
from 0 to H eight/2. Best viewed in color. 

3.2.4. Evaluation of robustness 

We implemented a video watermarking attack tool named Vir­
tualDubS program to modify the watermarked videos with 
various types of attacks. We also applied the Vidmark Bench­

mark [13] to simulate the temporal desynchronization attacks. 
We considered the watermarking scheme to be robust if the 
computed NC is over than 0.9. 

In general, the cropping rotations are slight for video sig­
nals and the rotation angles are no more than 5 degrees. We 
applied the rotation with cropping attack angles increase from 
-20 to +20 degrees, and confirmed that the NC values re­
main over than 0.9. In our experiments, we also applied sev­
eral scale factors (from 0.3 to l.2) to the watermarked video 
sequences. 

Table 2 shows the experimental results of each robust­
ness measure: cropping rotations, scaling, frame dropping, 
frame insertion, frame transposition, frame averaging, blur 

and gaussian. We also compared our proposed method with 
[7]. As it can be observed, when scale factor equals 0.3, 
method of [7] can not detect the matched region, whereas our 
method can detect the matched region. According to these 

results, the NC values are over than 0.9, indicating that our 

algorithm is robust to these attacks. 

4. CONCLUSION 

In this paper, we applied the KAZE feature matching to de­
velop a robust geometrically invariant video watermarking. 

By doing so, we can estimate the geometrical parameters for 

5http://www.virtualdub.org/ 



recovering the distorted video and we can synchronize the 
embedded region for watermarking extraction. The experi­
mental results show that our proposed method can resist to 
very strong attacks such as 0.3x scaling, from -200 to +200 

angle rotation, video processing attacks and some temporal 
attacks. In addition, we also applied the redundant embedding 
method to all frames, then we can get much better results for 
the video watermarking. It is robust against to a wide variety 
of attacks and it is suitable for many applications requiring 

high watermarking reliability and capacity. 
In the future work, we want to improve the computation 

cost to apply our method for realtime video watermarking. 
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