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SUMMARY This paper considers detection schemes for the combined 
space-time block coding and spatial multiplexing (STBC-SM) transmission 
systems. We propose a symbol detection scheme which allows to extend 
the limit on the number of transmit antennas imposed by the previous group 
detection scheme. The proposed scheme allows to double multiplexing 
gain as well as provides better bit error rate (BER) performance over the 
group detection scheme. It is shown that the proposed QR-SIC (combined 
QR-decomposition and successive interference cancellation) symbol detec-
tor provides good trade-off between the BER and computational complex-
ity performance and, thus, is the most suitable detector for the combined 
STBC-SM system.
key words: transmit diversity, spatial division multiplexing, STBC, alam-
outi scheme

1. Introduction

Recent researches on wireless communications have shown 
that multiple-transmit and multiple-receive antenna systems 
can increase channel capacity enormously in rich scattering 
fading environment [1], [2]. In order to achieve such promis-
ing capacity, two transmission techniques, known as space-
time block coding (STBC) [3], [4] and spatial multiplexing 

(SM) [5], have been proposed to obtain either spatial diver-
sity gain or spatial multiplexing gain, respectively. As each 
technique can achieve only either kind of the gains, it is nat-
ural to combine the two schemes to achieve both diversity 
and multiplexing gain at the same time [6], [7].

In the combined STBC-SM system, the transmit sig-
nal is first decomposed into G substreams corresponding 
to G groups of transmit antennas. Each substream is then 
space-time encoded and transmitted over its assigned group 
of transmit antennas. While merit of the combination is 
straightforwardly realized, the challenge lies in the detec-
tor used in the receiver due to the presence of interference 
among groups. In [7] Zhao and Dubey proposed a group de-
tection scheme for combined STBC-SM systems using the 
Alamouti's STBC. The proposed scheme performs group 
detection to separate transmitted block codes from G groups 
first, then uses the Alamouti's space-time decoding algo-
rithm to decode the signal encoded within each group. This

group detection scheme is effective due to easy implementa-

tion with low complexity and provision of relatively good bit 

error rate (BER) performance. However, it suffers a lower 

limit N•…M on the number of transmit antennas, where N 

and M are the number of transmit and receive antennas, re-

spectively. This means that for a MIMO system with M re-

ceive antennas, the maximum achievable multiplexing gain 

is limited to M/2. Another limitation of this scheme is that 

when zero-forcing (ZF) method is used to separate trans-

mitted groups, matrix inversion of the channel matrix is not 

easily generalized for a system with a large number of an-

tennas [7].

Recently, we have proposed a minimum mean square 

error (MMSE) detection scheme for a multiuser Alamouti's 

STBC system [8], [9]. Different from the group detection 

scheme, our scheme uses a simple processing scheme which 

allows to combine interference cancellation (IC) and space-

time decoding together in a symbol detection manner. With 

M receive antennas, our detection scheme allows to sup-

port M users. As a multiuser STBC system and the com-

bined STBC-SM system are equivalent, when applied to the 

STBC-SM system our symbol detection scheme allows to 

extend the lower limit on the number of transmit antennas 

from N•…M to N•…2M. This means that with the same 

number of receive antennas M, our proposed scheme can 

double the multiplexing gain of the combined STBC-SM 

system using the group-detection scheme. However, beside 

this advantage, it is still unclear whether the symbol detec-

tion scheme can also provide better BER performance (di-

versity gain) as well as whether it requires less complexity 

than the group detection scheme.

This paper aims to provide the answer for the above 

open question and to find out an efficient detector for the 

combined STBS-SM system. Our contributions include the 

following: (i) extensions of the MMSE symbol detector in 

[8], [9] to the case of ZF and the combined QR decompo-

sition and successive interference cancellation (QR-SIC); 

(ii) detailed computational complexity analysis for both the 

group and symbol detection schemes using ZF, MMSE and 

QR-SIC method; and (iii) BER performance comparison of 

the two detection schemes for all three detection methods, 

namely, ZF, MMSE and QR-SIC using computer simula-

tion. Our analysis shows that all ZF, MMSE, and QR-SIC 

symbol detectors outperform their corresponding group de-

tectors in terms of BER performance. Although all symbol 

detectors require larger computational complexity than their
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corresponding group detectors, the QR-SIC symbol detector 
stands out to be the most suitable detector due to its good 
trade-off between the BER and computational complexity 

performance.
The remainder of the paper is organized as follows. 

Section 2 presents the system model for the combined 
STBC-SM system. The principles of the group and symbol 
detectors are presented in Sect. 3 and Sect. 4, respectively. 
Detailed complexity analysis is carried out in Sect. 5, fol-
lowed by performance comparison in Sect. 6. Finally, con-
clusions are drawn in Sect. 7.

2. System Model

We consider a combined STBC-SM system in which the 
Alamouti's STBC [3] is used similar to that in [7]. Config-
uration of the system is illustrated in Fig. 1. We assume that 
N and M antennas are used in the transmitter and receiver, 
respectively. Different from [7], the correlation among re-
ceive antennas as well as among transmit antennas is as-
sumed negligibly small so that we can ignore it for simplic-
ity. Since the Alamouti's STBC is used the number of trans-
mit antennas N is assumed to be an even number while the 
number of receiver antennas M can be any integer with an 
upper limit defined for each detection scheme presented in 
the following sections.

The channel between each pair of transmit and receive 
antennas is assumed to be independent and identically dis-
tributed (iid) with its complex gain modeled using a com-

plex Gaussian variable with zero mean and unit variance. It 
is also assumed that the channel complex gain is constant

within a block of symbols but varies from one to another. 

This assumption implies a quasi-static fading channel which 

facilitates the decoding algorithm for the Alamouti's STBC. 

The channel is also assumed to undergo flat fading so that 

channel equalization is not necessary at the receiver.

At the transmit side, a sequence of transmit symbols 

{sk}, k=1,2,•c,N, is first divided into G=N/2 groups. 

The transmit vector to be sent over the 2 transmit antennas 

of the gth group is denoted as sg=[s2g-1,s2g]T, where 

the superscript (•E)T denotes vector transposition. Similar to 

[7] it is assumed that the energy of the transmit symbols is 

normalized such that Es=tr{E{•asg•a2}}=1, where E{•E} and 

tr{•E} denotes the ensemble average operation and trace of a 

matrix, respectively. Each pair of two consecutive symbols 

s2g-1 and S2g is then encoded using the Alamouti's STBC to 

generate a block code

Sg=[s2g-1s2g-s*2gs*2g-1] , (1)

where the superscript * denotes complex conjugation. Let 

us denote the complex gain of the channel from the first and 

second transmit antenna of the gth group to the mth receive 

antenna as hm,2g-1 and hm,2g, respectively. Since quasi-static 

fading is assumed the M•~2 MIMO channel matrix cor-

responding to the channel from the gth group of transmit 

antennas to the M receive antennas is expressed as

Hg=[h2g-1,h2g] (2)

where

(a) Group detection receiver, G=M/2

(b) Symbol detection receiver, G=M

Fig. 1 Configurations of detection methods for a combined STBC-SM system.
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h2g-1=[h1 ,2g-1,h2,2g-1,•c,hM,2g-1]T (3)

h2g=[h1 ,2g,h2,2g,•c,hM,2g]T. (4)

The total channel matrix between the transmitter and re-

ceiver is then built by putting all G groups of the channel 

matrices together as

H=[H1,H2,•c,HG]. (5)

Arranging the transmit block code matrix Sg as

S=[ST1, ST2,•c,STG]T, (6)

the receive matrix at two consecutive symbol time slots is 

given by

Y=Gƒ°g=1HgSg+Z

=HS+Z (7)

where Z•¸CM•~2 is the noise matrix containing iid complex 

Gaussian noise samples with power spectral density N0.

3. Group Detection for Combined STBC-SM System

Based on the system model in (7), Zhao and Dubey pro-

posed a group detection scheme which detects each trans-

mitted block code Sg, then uses the Alamouti's decoding 

algorithm to estimate single transmitted symbols S2g-1 and 

S2g. The configuration of the group detection scheme is 

shown in Fig. 1 (a). The principles of group detection based 

on ZF, MMSE, and QR-SIC are summarized below. For 

brevity, the Alamouti's decoding algorithm is omitted.

3.1 ZF Group Detection

The ZF group detector detects a desired block code by trying 

to remove interference from other block codes completely. 

Specifically, it uses a linear combining weight matrix W to 

make the channel matrix block diagonal as [7]

WZFH=diag{H1,H2,•c,HG}. (8)

where Hg•¸C2•~2 represents the virtual channel matrices 

corresponding to the gth block code. These virtual matrices 

are not unique and depend on the original channel matrix. 

For the case of a 4•~4 MIMO channel matrix expressed as 

[7]

H=[H11H21H12H22], (9)

with Hij•¸C2•~2, the linear combining weight matrix is 

given by

WZF=[H-112H-111-H-122-H-121]
. (10)

Thus the resulted block diagonal matrix becomes

WZFH=[H-112H11-H-122H210202
H-111H12-H-121H22].

where 0M represents an M•~M matrix with all zero elements. 

Clearly, if we multiple WZF in (10) with both sides of (7) , 

the received matrix Y is decoupled into two separate groups 

as [7]

Y2g-1=(H-112H11-H-122H21)S2g-1+Z2g-1 (11)

Y2g=(H-111H12-H-121H22)S2g+Z2g (12)

where Z2g-1•¸C2•~2 and Z2g•¸C2•~2 are the resulted noise 

matrices.

3.2 MMSE Group Detection

Using the MMSE method the linear combining weight ma-

trix Wg used to detect the gth block code is the solution of 

the following cost function [7]

WMMSEg=argminWgE{•aHgSg-WgY•a2}

=HgHHg(HHH+N0IM)-1 (13)

where IM is an M•~M identity matrix. The output corre-

sponding to the gth group is given by [7]

Yg=WMMSEg

Y=HgSg+Z‚‡ (14)

which contains only the desired block and resulted noise.

3.3 QR-SIC Group Detection

The QR-SIC group detector decomposes the channel matrix 

H into a unitary matrix Q and an upper diagonal matrix R, 

i.e., H=QR. Then by multiplying both sides of (7) with 

QH, the output corresponding to the gth group is given by

Yg=Rg,gSg+Gƒ°i=g+1Rg,iSi+Zg (15)

where Ri ,g•¸C2•~2 is a sub-matrix containing elements from 

rows 2i-1 to 2i and from columns 2g-1 to 2g of the upper 

triangular matrix R. Note from (15) that the detection of the 

gth group only depends only on the lower groups, thus the 

QR-SIC group detector performs detection of the Gth group 

and decoding it first. Assume that SG is correctly detected 

and decoded, then SG-1 can be obtained using (15). Similar 

operations are repeated for the remaining groups until all the 

transmitted block codes have been detected.

Having studied the principles of the above three group 

detectors, we can see that except the MMSE detector, both 

the ZF and QR-SIC group detector requires the number of 

receiver antennas M be not smaller than the number of trans-

mitter antennas N. This constrain is necessary to ensure
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proper solutions for the linear combining weight matrix W 
of the ZF detector and the QR decomposition of the QR-
SIC detector. As a result, the number of transmit groups, 
and thus the multiplexing gain, is limited to G=M/2.

4. Symbol Detection for Combined STBC-SM Systems

In this section, we propose symbol detectors which allows 

to extend the limit on the number of transmitter antennas to 

N•…2M. This extended limit allows to double the multi-

plexing gain over the group detectors. The block diagram of 

the symbol detection scheme for the combined STBC-SM 

system is shown in Fig. 1 (b).

We first convert the general signal model for the group 

detection scheme in (7) into a suitable model for the symbol 

detection scheme as in [8]. The idea is to combine and pro-

cess the receive signal in two consecutive time slots at the 

same time. Based on Fig. 1, the received signal at each re-

ceiver antenna is first serial-to-parallel (S/P) converted into 

two branches so that the upper corresponding to the received 

signal at the first time slot and the lower the second. The 

lower branch is then complex-conjugated to rotate the phase 

of transmitted coded symbols at the second time slot. The 

inputs to the space-time decoder (STD) and interference 

canceller (IC) corresponding to the first and second time slot 

is given respectively by

y1=[y1,1,y2,1,•c,yM,1]T (16)

y*2=[y*1,2,y*2,2,•c,y*M,2]T (17)

where ym ,t, t•¸{1, 2} represents the receive signals at the mth 

receive antenna at the first and second time slots, respec-

tively. Arranging (16) and (17) we have

T. (18)

Doing similarly for the noise components, we have

z1 =[z1
,1,z2,1,•c,zM,1] (19)

 (20)

and

 (21)

Due to this processing the transmit block code (1) reduces 

to simple a 2•~1 vector

(22)

and the channel matrix Hg in (2) equivalently becomes

(23)

Building the total transmit signal vector and channel matrix 

for all G=Mgroup as

(24)

H=[H1,H2,•c,HG] (25)

we have the signal vector model used for symbol detection 

as follows

y=Hs+z. (26)

Using this symbol detection model, both signal detection 

and space-time decoding are combined together. Since the 

number of rows of the channel matrix H is doubled it is pos-

sible to extend the limit on the number of transmit antennas 

to N•…2M. Furthermore, the increase in the size of the re-

ceive signal y requires larger number of combining weights 

and thus better diversity gain is expected to obtain by the 

symbol detection scheme.

4.1 ZF Symbol Detection

Note that since the size of the channel matrix H in (25) is 

2M•~2G, the linear combining weight matrix of the ZF de-

tector is

WZF=H•õ (27)

where the superscript •õ denotes the pseudo-inverse opera-

tion. The constrain on N such that ZF solution exists is thus 

2G•…2M or N•…2M.

Using (27), the estimates of the transmitted vector s are 

given by

s=Q{WZFy}=Q{H•õy} (28)

where Q{•E} denotes the quantization function.

4.2 MMSE Symbol Detection

The solution of the linear combining matrix WMMSE for the 

MMSE symbol detector given by

WMMSE=argminWE{•as-Wy•a2}, (29)

=HH (30)

The estimates of s is then given by s=Q{WMMSEy}.

4.3 QR-SIC Symbol Detection

Similar to the QR-SIC group detector in Sect. 3.3, the QR-
SIC symbol detector relies on QR decomposition of the 
channel matrix H=QR to obtain the upper triangular ma-

trix R. Then by multiplying QT with both sides of (26) we 
can obtain the estimate sk as

s k=rk,ksk+Nƒ°i=k+1rk,isi+zk, (31)

where rk,i is the element at the kth row and ith column of R 
and zk is the resulted noise components due to QR decom-

position.
The QR-SIC detector then performs symbol detection
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from symbol sG to s1 in a SIC manner. It is also noted that 

the constrain on the number of transmitter antennas N is 

2M•†2G or N•…2M, which allows to double the multi-

plexing gain over the QR-SIC group detector.

5. Computational Complexity Analysis

In this section we perform a detailed complexity analysis of 

all the group and symbol detectors. The method of anal-

ysis follows that used in [9]. The complexity unit used in 

our analysis is the flop (FLoating-point Operation) count. 

We would like to note that a complex multiplication C*C 

requires 6 flops, a complex addition (C+C) 2 flops, a com-

plex and real multiplication C*R 2 flops, a complex and 

real addition (C+R) 1 flop, and finally both multiplication 

and addition of real numbers only 1 flop. It is also noted that 

in our analysis we take into account only the main sources 

of complexity such as computation of weight matrix, linear 

combining, QR decomposition and iterative detection, and 

the Alamouti's space-time decoding. Other minor complex-

ity such as due to comparison, S/P conversion or complex 

conjugation is ignored for simplicity. In order to make the 

complexity representation simple, we set N=M in our anal-

ysis. Furthermore, since the solution of the ZF detector in 

(10) cannot be directly generalized for an arbitrary M, we 

limit our analysis for the ZF group detector to the case of 

only a 4•~4 MIMO system.

5.1 Complexity of ZF Detectors

5.1.1 Group ZF Detector

It is noted from (5) that for the case of group detection H•¸

CM•~M with M=N then from (10), we have

CWZF•`M3/6(C*C)+M3/6(C+C)+M2/2(C*R). (32)

Since Y•¸CM•~2, the combining operation of WZF and Y 

requires

CWZFY•`2M2(C*C)+2M2(C+C) (33)

From [3], we know that the complexity required to detect 

one block code is 4M (C*C) and 6M (C+C). Thus, the total 

complexity for decoding G=M/2 block code is

CSTDgd•`2M2(C*C)+3M2(C+C) (34)

As a result, the total complexity required for the group de-

tection ZF is summarized as

(35)

(36

)(37)

Converting to flops we have the total required complexity 
for the group detection ZF in flops given by

CgdZF=4/3M3+35M2 [flops] (38)

5.1.2 Symbol-Detection ZF Detector

From (25) we have H•¸C2M•~M, and thus the number of 

complex multiplications and additions required for calculat-

ing WZF are given by

CWZF•`(13/3M3+2M2)(C*C)

+(13/3M3+2M2)(C+C) (39)

As y•¸C2M•~1, the number of complex multiplications and 

additions required for multiplying WZF to y are given by

CWZFy•`(13/3M3+2M2)(C*C)

+(13/3M3+2M2)(C+C) (40)

In summary, the number of complex additions and multipli-
cations required for the symbol-detection ZF detector are

(41)

CC+CZF,sd=13/3M3M3+2M2 (42)

Converting to flops we have the total complexity of the 
symbol-detection ZF detector given by

CsdZF=104/3M3+16M2 [flops] (43)

5.2 Complexity of MMSE Detectors

5.2.1 Group-Detection MMSE Detectors

Note from (13) the covariance matrix 

is common for all G=M/2 weight matrices WMMSEg. Com-

plexity required for calculating R-1xx is

CR-1xx•`4M3/3(C*C)+4M3/3(C+C)+M(C+R)+M(R*R)

Converting this to flops we have

(44)

Furthermore, calculating  requires 2M2(C*C)+

2M2(C+C) and multiplying it to R-1xx, M3(C*C)+M3(C+C). 
Converting both the complexities to flops gives 8M3+16M2.
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Thus the complexity for calculating G=M/2 weight matri-

ces WMMSEg is

Cƒ°Wg=32/3M3+2M+M/2( 8M3+16M2) (45

) =4M4+56/3M3+2M  (46)

The complexity for combining WMMSEgy requires 2M2(C*

C)+2M2(C+C). As we need to do combining for all M/2 

groups, the total complexity for combining is M/2(16M2)=
8M3. From (34) it is known that the complexity for space-
time decoding M/2 groups is 18M2 flops.

In summary, the complexity of the group-detection 
MMSE detector is

CgdMMSE=4M4+80/3M3+18M2+2M [flops] (47)

5.2.2 MMSE Symbol Detectors

Follow the analysis for the MMSE group detector above, we 
can have the complexity required for calculating the weight 

matrix WgdMMSE given by

CWgdMMSE•`32/3M3(C*C)+32/3M3(C+C)+2M(C+R)

+2M(R*R). (48)

and the complexity combining WgdMMSEy given by

CWgdMMSEy•`2M2(C*C)+2M2(C+C) (49)

As a result, the total number of multiplications and additions 

needed for the MMSE group detector is

(50)

Converting to flops gives us the total complexity of the 
MMSE group detector as

CsdMMSE=256/3M3+16M2+4M [flops] (51)

5.3 Complexity of QR-SIC Detector

5.3.1 QR-SIC Group Detector

According to [10], the complexity required for decomposing 

H=QR is

CQR•`(M3+M2/2)(C*C)

+(M3+M2/2)(C+C)+M2(C*R) (52)

Since Q•¸CM•~N and M=N, we have the complexity for 

combining QHY

CQHY•`2M2(C*C)+2M2(C+C) (53)

Then detecting group g, g=G-1,G-2,•c,1, based on the 

SIC algorithm requires

CgdSIC
,g•`8(G-g)[(C*C)+(C+C)]+2(G-g)(C+C). (54)

As we need to cancelation for group G-1 to 1, the com-

plexity for detecting all G group using the SIC algorithm 

is

CgdSIC•`8G(G-1)/2[(C*C)+(C+C)]+2G(G-1)/2( C+C)

(55)

Note that G=M/2 and take CQR and CQHY for calculation 

we have the complexity for QR-SIC given by

CgdQR+SIC•`((M3+7/2M2-2M)(C*C

)+(M3+15/4M2-5/2M)(C+C) (56)

Converting to flops we have

CgdQR+SIC=8M3+57/2M2-17M [flops 57

Note from Sect. 5.2.1 that complexity for space-time decod-
ing G=M/2 groups requires 18M2 flops, then the total 
complexity of the ZF-SIC group detector is given by

CgdQR-SIC=8M3+93/2M2-17M [flops (58)

5.3.2 QR-SIC Symbol Detector

Follow the analysis for the group QR-SIC detector, we can 
estimate the total complexity of the QR-SIC symbol detector 
as

CsdQR-SIC•`(8M3+9/2M2-M/2)[(C*C)+(C+C)]

+4M2(C+R) (59)

Converting to flops gives us

(60)

6. Performance Comparison Results

6.1 BER Performance Comparison

In order to obtain BER performance of the group and sym-

bol detectors, we have carried out Monte Carlo simulations 

for the 4•~4 and 4•~2 combined STBC-SM systems using
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QPSK modulation. For simplicity, both the channel matrix 

H and H are assumed to be known at the receiver.

BER performance of all the detectors in the 4•~4 com-

bined STBC-SM system are compared in Fig. 2. The first 

observation can be made from the figure is that the proposed 

symbol detection scheme allows to achieve higher diversity 

order than the group detection one. This can be clearly seen 

in the figure by comparing the slope of BER curves obtained 

by the two schemes. The higher obtainable diversity or-

der allows the proposed symbol detectors to achieve better 

BER performance than the group detectors. For example, 

at the same BER=10-4 using the proposed symbol detec-

tion scheme, we can save up to about 3dB in Eb/N0 for the

Fig. 2 BER performance in a 4•~4 MIMO STBC-SM system.

Fig. 3 BER performance in a 4•~2 MIMO STBC-SM system.

MMSE and QR-SIC detector. Larger improvement can be 

expected for the ZF detector. This higher diversity order and 

better BER performance improvement proves advantage of 

our proposed symbol scheme over the previously proposed 

group detection scheme of Zhao and Dubey in [7]. It is also 

seen that the MMSE and QR-SIC detector have almost the 

same BER performance while the ZF detector suffers BER 

degradation due to the noise amplification problem.

Figure 3 shows the BER performance of the symbol 

detectors in a 4•~2 STBC-SM system. From the results, it 

is clear that our proposed symbol detection scheme can be 

used for STBC-SM systems with N•…2M with relatively 

good BER performance.

6.2 Computational Complexity Comparison

The estimated computational complexity for all the consid-

ered detectors is compared in Table 1. It can be seen that 

all the symbol detectors require much complexity than their 

corresponding group detectors. Particularly, for a 4•~4 

STBC-SM system, the ZF and QR-SIC symbol detectors 

requires up to about 4 times larger number of flops than 

their counterparts, respectively. For the MMSE detection, 

the symbol detector requires about twice the number of flops 

of the group one. This increase in computational complexity 

is due to the fact that the proposed symbol detection scheme 

processes the channel matrix with 2 times larger number of 

rows than the that with the group detectors.

It is also interesting to note that the difference ratio in 

computational complexity between the MMSE symbol de-

tector and the group one reduces from about 2 times in a 2•~2 

MMIMO system to about 1.8 times in a 4•~4 MIMO system. 

This is clear since the computational complexity order of the 

MMSE group detector is 4 while that of the symbol one is 

3. As a result, the computational complexity of the MMSE 

symbol detector tends to become equivalent with that of the 

group detector in a combined STBC-SM system with larger 

number of antennas.

Combining both the BER and complexity analysis re-

sults, we can see that the QR-SIC symbol detector provides 

good trade-off between the two performance criteria, par-

ticularly as the number of antennas increases. Thus it is 

recommended to use the QR-SIC symbol detector for signal 

detection in the combined STBC-SM system.

7. Conclusions

In this paper we have proposed a symbol detection scheme

Table 1 Complexity comparison of the two detection schemes, M=N.
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for the combined STBC-SM system and developed three de-

tectors based on the ZF, MMSE, and QR-SIC methods. We 

have also carried out   detailed comparison between detec-

tors based our proposed schemes with those based on the 

group detection scheme in terms of both BER and com-

putational complexity performance. We have shown that 

the symbol detection scheme provides better BER perfor-

mance and, more importantly, allows to extend the lower 

limit on the transmit antennas imposed by previous group 

detection scheme. Due to this extended limit, the symbol de-

tection scheme allows to double the maximum multiplexing 

gain of the STBC-SM system. Finally, we have shown that 

among the considered detectors, the QR-SIC symbol detec-

tor seems to be most suitable for signal detection in the com-

bined STBC-SM system due to its good trade-off between 

BER performance and associated computational complex-

ity.
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