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We design an cnq-to-f: nd pipeline for receipt document
understanding which incorporate both image processing
and natural language: proc'essmg. Our solution is simple
and understandable, in which can be easily extended ang
adapted for unseen documents.

@ Roadmap

This paper is organized as follows: Section II gives surveys
of the related works. Section Il introduces our proposed
nethodology- Section IV presents the results of the experi-
ments and Section V concludes our paper.

II. RELATED WORKS

[n this seetion, we review a brief introduction to related
works including image segmentation, image classification, text
Jetection, text recognition, and text classification methods that
combine both.

A Image Segmentation

Image Segmentation is a highly active research area with
various efficient techniques. This including Mask R-CNN [5],
which adopts the same two-stage in Faster R-CNN [10],
withhold region proposal network as first stage. Mask R-
CNN output parallel binary mask in the later state for each
Region of Interest (Rol). Mask R-CNN is also known for the
success of instance-level segmentation due to the fact of using
fundamental skip connections. Our work chooses segmentation
to separate main object from background to reduce complexity
of following process.

B. Text Detection

Recently, a majority of text detection methods consider the
lext as a composition of characters. These methods prove
that using a machine based on character-level text detection
gained outperforms the state-of-the-art detectors. CRAFT [1]
15 proposed as a process with the objective is to localize each
character in natural images precisely, which utilises a deep
neural network to predict character regions and their affinity.
With the target is focus on character-level, CRAFT is useful
for data-set with low quality like low contrast-image, or curved

'Mage. Hence, we select CRAFT for Text Detection process
In this work.

C Text Recognition

::vany methods of text recognition have two parts: Extractor
works();k and Sequence to Sequence Network. Extractor net-
[12) Rl'equenuy used CNN network, for instance, EfficientNet
USin’g :s Net [6] to extract information from images. After that,
feature Sequence to sequence model as a mapping between
Methoq eXlractor and target text. Method [15] presented a
Neurg) N on Convolution Neural thwor'k, Recurrent
Posed , etwork’ and a novel attention mechanism. [8] pro’-
W pyg; echnique based on Convolution Neural Networlx,
o En“)ding, and Transformer [13]. In this work,

we used the VietOCR? library for the Vietnamese language,
which used Transformer for the sequence to sequence model:
these methods gained up to 0.88 precision for the filtl line of
Vietnamese data-set.

D. Text Classification

Text classification is the final step to determine output label.
Many approaches have been proposed with state-of-the-art
performance like XLLNet [17], BERT [4], PhoBERT [9], and so
on. However, due to the simplicity context of the actual label,
we attempt to experiment with basic classifier. For text classi-
fication procedure, we combined traditional machine learning
method Support Vector Machine [3], PhoBERT and rule-based
to classify the desired label. PhoBERT can understand the long
context as ADDRESS and SELLER while SVM is better in
recognize the total cost.

IIT. METHODOLOGY
A. Dataset

Dataset provided by MC-OCR organizer for this task in-
cludes nearly 2,000 images split into three-set: training set,
validation set, and test set. Determined labels are quality of
captured receipt and required fields need to be recognized in
form box coordinate and actual texts. These fields containing
information about SELLER, ADDRESS, TIMESTAMP and
the real world TOTAL COST of invoices.

Through the EDA process, we confirmed that receipts,
invoices, bills are captured in numerous complex condition.
Taken images are not in even shape; to be specific, the
dataset contains both vertical and horizontal images. Most
of the pictures are taken in the vertical direction, in both
downward and upward position. Furthermore, vertical images
occasionally include skew, unstructured image. These can
greatly reduce the performance of our selected method as
mention above.

B. Data processing

To overcome the main difficulties of the dataset, we propose
a heavy set of preprocessing and post-processing data to
achieve the most accurate capabilities for text recognition and
text classification. The major goal of data preparation is to
transform input images into a standard type.

Our data process stated as below

C. Task 2 - OCR Recognition

1) Data preprocessing:

« Many images contain texts in the background which
can lead to excessive/wrong focused text. We employ
a segmentation process with Detectron2® to keep main
objects segregate from unimportant context.

« A simple idea to resolve horizontal and upside-down im-
ages is calculating the ratio of width and height of those

2htlps://gilhub.com/pbcquoc/vicztocr
-‘https://gilhub.conVfaccbookrcscarch/detcctron2
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Fig. 2: Task 2 pipeline

Finally, TOTAL COST (text type) are classified with SVM
classifier. The corresponding money of TOTAL COST are

determined base on position of center of boxes respect to
TOTAL COST text.

B. System Configuration

Our experiments are conducted on a computer with Intel
Core i7 9700K Turbo 4.9GHz, 32GB of RAM, GPU GeForce
GTX 2080Ti, and 1TB SSD hard disk.

Training/Testing Data* are provided 1,155 training examples
with the respective annotated information. The testing set
consists of 391 examples without annotations.

C. Results

Comparison of our experimented results are illustrated in
Table I and Table II.

TABLE I: Result table

Method Public Test  Private Test
CNN-base 0.142 0.156
CNN + OCR probability 0.139 0.152
OCR probability 0.127 0.147

TABLE II: Result table

Text Classification Public Test  Private Test
SVM 0.37 NA
PhoBERT 0.35 NA
0.29 0.259

SVM + PhoBERT + Rule base

We employed many different approaches to explore the best
method. The final results of Task 1 are illustrated in Table

Shup:/Mitlymeocr2021 _public_traintest

13

roocmme e § . v




ang
Ro“ (!Inh
M sha0qm t‘. b g ‘
© recognition, 305 ' “d hdng
% Scm"supel’\'lscd

Wy,

d&“]h‘al,»

ick, and J; Jian Sup E
egion Propogy nel“m"
 editors, 7p_ ~IDF “fkl

V. Le. Efficientner: Rethipg;

networks, 2019, ol

Shazeer, Niki Parmgy Jakob szkoy

. Lukasz Kaiser, ang llhaP] Sukty 1”
\!

 Pageg SOy

ng-Anh  Bui, Nhu-Vay Ngu €
Vu. Mec-ocr challenge: Mobnle“pw
for vietnamese TECEIpts. In Pro, dny
rnational Conference on Compugin
RIVF °21. IEEE, 20
Gorban Dar-Shyang Lee Kevin Murpy
in Ibarz. Attention-based extraction of ¢ g
vie.w imagery, 2017.
engchao Ly, Lei Cui, .Furu Wei, Guoxi Wa
0, Cha Zhang, Wanxiang Che, My 7, 01
v2: Multi-modal pre-training f
20.
> Yiming Yang, Jaime Carbone), Ry
.V Le. Xinet: Generalized autoregeg

yen,

8 and C

or \)\U.dl 9




