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Abstract—Change detection in multiple-temporal Synthetic
Aperture Radar images has been received great interests for
recent decades. The basic principle of change detection is to
analyse the difference images generated from two Synthetic
Aperture Radar images captured in the same geographic area
at two different times. The popular operators used to create
difference images are traditional subtraction, ratio, logarithm
based ones and modified versions of them, which can use pixel
information in the local or global areas. A challenge in detecting
changes is to reduce impacts of speckle noises inherently existing
in Synthetic Aperture Radar images on the accuracy of the
detection. This paper proposed a novel algorithm to create
the difference images based on averaging heterogeneous factors
of corresponding neighbourhood areas in the two images. The
resultant difference image is then filtered by the average filter to
reject remaining speckle noises.

Index Terms—Synthetic aperture radar images, difference
images, speckle noise, change detection, heterogeneous factor.

I. INTRODUCTION AND RELATE WORK

Change detection in multiple-temporal images was widely

applied in practice such as management and supervision of
resource and environment, search and rescue activities on
river, sea and land, and etc [1] [2] [3] [4] [5] [6]. In such
applications, the optical and Synthetic Aperture Radar (SAR)
remote sensing images are very popularly used. However, the
quality of optical images depends on weather conditions in
which they are captured. For instance, their quality is poor
when the weather is cloudy, or fogy, or hazy or rainy. In
addition, they can not be taken at night. In comparison with
optical images, quality of SAR images is hardly dependent
on weather conditions and even both night and daytime.
Therefore, detection of changes in multiple-temporal SAR
images has recently received great interests [7] [8].
In order to detect changes, a difference image (DI) is generated
from two multiple-temporal images. Pixels in the difference
image are then classified into two groups: changed and un-
changed. Thresholding is one of the most used classification
techniques because of its simplicity. The basic principle of the
thresholding methods such as Otsu [9] and Kittler-Illingworth
[10] algorithms is to compute an optimal threshold for direct
classification.

978-1-6654-1001-4/21/$31.00 ©2021 IEEE

2"d Phat Tien Nguyen
Le Quy Don Technical University
Hanoi, Vietnam
nguyenphat@lqdtu.edu.vn

The first classical solution of creating the DI image was to
subtract two multiple-temporal images or to take the ratio of
them [11] [12]. Because the nature of speckle noises in SAR
images is multiplicative, ratio based operators are more usually
used instead of the subtraction. From these ratio operators,
there are many their modified versions developed to improve
ability of removing speckle noises and accuracy of change
detection. This section revises these operators for developing
a novel solution of DI image creation.

Let us assume two images I;, I to be two SAR images
captured in the same place at two different times. The popular
operator is a ratio one, which is defined as follows.

Ir(z,y) = ij) (D

where Ir(x,y) is a ratio of pixel intensities of images I; and
I5 on the positions of x and y.

For change detection using the ratio operator, the following
rule was used. If Ig(x,y) is equal to 1, it means there is no
change. Otherwise, if Ir(x,y) is different to 1, it means there
is a change. In other words, changes occur when Iy (z,y) is
larger or less than I5(z,y). Therefore, there are two thresholds
to build the change map from the ratio operator. For the
simplification in building the change map, the single-threshold
approach [13] was proposed as follows.
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If there is no change at the position with the coor-
dinates of z and y, min(li(z,y),la(z,y)) is equal to
maz (1 (z,y), 2(x,y)), so Isrr(z,y) is equal to 0. Other-
wise, IsTr(x,y) is less than 1, it means there is a change.

Because speckle noises, which inherently exist in SAR
images, affect accuracy of change detection, limiting their
impacts has been received a great interest in the change
detection task. Based on the multiplicative nature of speckle
noises and the multiplication property of logarithm operation,

166



2021 8th NAFOSTED Conference on Information and Computer Science (NICS)

the logarithm ratio (LR) operator was proposed [14]. For
instance, it is defined as following:

Li(z,y)
Ir(z,y) )

For this operator, the multiplicative noise is transformed into
additive one, and it is convenient to be dealt with. With
this operator, there is no change when [ (z,y) and Iz(z,y)
are equal together, it means Iy r(z,y) equals 0. Otherwise,
I r(z,y) is different to 0; however, value range of DI images
generated by the LR operator is considerably smaller than that
of the ratio operator.

The three above considered operators only take intensity
information of each pixel. They can reduce more influence
of speckle noises when exploiting information of neighbour-
hoods. From that, the ratio operator based on the neighbour-
hood mean was developed. The mathematical formula of this
operator was defined as follows.

I g(w,y) =In

_ o min(ui(z,y), us(z,y))
INMR(xay) =1 ma%(ul((b’y),’l}a(fﬂ,y)) (4)

where u1 (2, y) and us(x,y) are the means of local areas with
considered pixels [;(x,y) and I>(z,y) being located in the
centre of the areas, respectively. With this operator, speckle
noises in the two images are reduced. However, using mean
operation results in the fact that the entire neighbour area is
smoothed. Therefore, the neighbour area selected too large can
result in loosing change information or can not preserve details
of the area. Gong et al. [15] proposed an neighbourhood based
ratio (NR) operator to generate the DI image. This operator
was defined by (5).
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where, €, is a neighbour area of pixel (z,y). Ii(4,j) and
I5(i, j) are respectively pixels in €2, of two images I; and
I. 0 = o(x,y)/u(z,y), in which o(z,y) and u(z,y) are
standard deviation and mean of (2., respectively. 0 provides
information of heterogeneity of €),,, which is called the
heterogeneous coefficient for convenience. For instance, the
high value of 0 is corresponding to the heterogeneous area,
while its low value corresponds to the homogeneous one. The
limitation of this method is that the parameter 0 should be
only in the interval [0,1]. Because if O is larger than 1, then
1- O is less than 0. As a result, [y (z,y) can be less than 0,
this seems to be unsuitable for the difference image values.
From this limitation, the paper proposed a novel solution
with considering two different values of heterogeneous factors
which were directly calculated from the two investigated
images.
The remainder of this paper is organized as follows. Section II
presents the methodology and procedures of implementing the
proposed algorithm. In Section III, we present some simulation

results to evaluate the performance of the proposed method
in the comparison with the neighbourhood based ratio (NR)
algorithm [15]. In Section IV, we draw conclusions from the
evaluation results and outline the related research fields in the
future.

II. PROPOSED METHOD

The proposed method was developed from the NR algorithm
[15] whose difference image operator is described by (5). The
difference of the proposed method with the NR algorithm is
to use the average value of two heterogeneous factors directly
calculated from two corresponding neighbourhood areas in the
two investigated images instead of using one heterogeneous
factor as seen in (5).

Therefore, the proposed operator based on the averaged het-
erogeneous factors was defined by (6).
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where 0; and O, are respectively heterogeneous factors of
two corresponding neighbourhood areas of pixels I (x,y) and
I>(x,y) in the two investigated images I; and I5; while the
other variables and symbols in (6) were explained with the
same meaning as in (5). The absolute value notation | e | in
(6) ensures the pixel intensity of the difference image larger
than 0.

Because the proposed method was based on averaging two
heterogeneous factors, it was called the averaged heteroge-
neous factor (AHF) method for convenience. Through our
experiments, it is a fact that the speckle noises still exist in
the resultant difference images. Therefore, the average filters
were proposed to be applied for the difference images created
by the AHF method to reduce these noises.

The procedure for implementing the proposed algorithm con-
sists of four following steps.

o Step 1: Create the ratio image. The ratio image (/) was
calculated from the two multiple-temporal images, /; and
I, as follows. Ip = min(Iy, I5)/max(Iy, )

e Step 2: Create the image patches and compute their
heterogeneous factors. For each image pixel with the
coordinates of z and y in the two images, I; and Is,
the respective image patches I,; and I, with the size
of ns x ns pixels and the considered pixel located at the
centre were created. Then, the means, m; and msy, and
standard deviations, sd; and sds, of these two respec-
tive image patches, I,; and I,» were computed. From
these computed parameters, the heterogeneous factors,
01 and 03, of the two respective image patches, I,; and
Ip» were determined as following: 0y = my /sdy and
82 = Mg / Sd2.

e Step 3: Create the difference image. All pixels in the
different image [ 47 were defined by using the equation
(6). For observation convenience, the different image
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I A F was transformed into the black-white image Iy, by
comparing the pixels of I with a certain threshold 7',
which is defined by the Kittler algorithm [10] applied on
the image I 4. For instance, if the pixel T4y p(z,y) is
less than or equal to 7', the pixel Iy, (x,y) is assigned as
0 (corresponding to the unchanged pixel or black pixel),
else the pixel Iy, (x,y) is assigned as 255 (corresponding
to the changed pixel or white pixel).

o Step 4: Filter the back-white image Ip,,. The average
filter was applied to this image to reject remaining speckle
noises. The result of this final step is the change map,
in which the white pixels present changes and the black
pixels describe no-change.

III. SIMULATION RESULTS AND DISCUSSION

To simulate and evaluate the performance of the proposed
method, the paper used two datasets shown in Fig. 1 and Fig.
2. The first dataset is two original multiple-temporal images
of San Francisco acquired by the ERS-2 SAR sensor in 2003
and 2004 (Fig. 1(a) and (b)), and the changed map (Fig. 1(c))
obtained by integrating prior information with photo interpre-
tation. These images have the size of 7749 x 7713 pixels. For
simple computation, their two corresponding sections with the
size of 256 x 256 pixels were investigated. The second dataset
is the images of the Bern city captured before and after a flood
in 1999 (Fig. 2(a) and (b)), and the changed map (Fig. 2(c)).
The section of the images of the second dataset used for the
simulation has the size of 301 x 301 pixels. The two above
changed maps were used as reference images for evaluating
the performance of the investigated algorithms, which were
also called the ground truth images.

The performance evaluation of the proposed method was
implemented in comparison with the neighbourhood based ra-
tio (NR) method [15] in terms of the coefficient of percentage
correct classification (PCC).

N —-OF

PCC = N

where: IV is the total pixels in the ground truth image, OF
is the overall error, which is summation of the number of
false negative pixels (FN) and the number of false positive
pixels (FP). FN is the number of changed pixels in the ground
truth image wrongly classified as unchanged ones. FP is the
number of unchanged pixels in the ground truth image but
wrongly classified as changed ones. These numbers were
calculated by comparing the resultant simulation images with
the corresponding ground truth images pixel by pixel.

The simulation procedure consists of two steps. In the first
step, the different neighbourhood sizes were investigated to
find out the optimal neighbourhood size according to the cri-
teria of PC'C'. In the second step, for each neighbourhood size
applied in the first step, the proposed method was performed
with using the average filters with different sizes applied to
the result image. From that the optimal combination of the
filter sizes and the neighbourhood sizes for the same criteria
was determined.
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Fig. 1. San Francisco images (a) acquired in August 2003, (b) acquired in
May 2004, and (c) map of changed areas (ground truth) used as a reference
in simulations.
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Fig. 2. The multiple-temporal SAR images of Bern city (a) acquired in April
1999, (b) acquired in May 1999, and (c) ground truth image.
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Fig. 3. The proposed algorithm was investigated with different neighbourhood
sizes (a) for the images of San Francisco in Fig. 1, and (b) for the images of
Bern city in Fig. 2. The filter was not applied in this case

For the first step, the neighbourhood sizes were changed from
3 x 3t09 x 9 pixels. For the neighbourhood size larger
than 9 x 9 pixels, the results of the change detection of the
two images can be incorrect. The reason is that the image
patches are too smoothed, so heterogeneous factors seem to be
the same. For each neighbourhood size, the proposed method
without using post-filters and the NR method were simulated.
The simulation results of the proposed method and the NR
method with the different neighbourhood sizes were shown in
Fig. 3. As can be seen in Fig. 3, the simulation results of the
proposed method and the NR method are approximately the
same in terms of PCC' for the San Francisco (SF) images
shown in Fig. 2 (see Fig. 3a) , while the proposed method is
better than the NR one for the investigated images of Bern
city (BC) shown in Fig. 2 (see Fig. 3b). For the both datasets
of images investigated, the neighbourhood size of 3 x 3 pixels
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provides the best result for these two methods. For instance,
it can be seen from Table. I, for the optimal neighbourhood
size of 3 x 3 pixels, the PC'C's for the simulation results of
proposed method and NR method with the SF image were
approximately the same, 96.69 % and 96.67 %, respectively.
For the BC image, the proposed method provided the accuracy
higher 0.22 % than that of the NR algorithm; for instance,
PCC of 95.49 % in comparison with PCC' of 95.27 %.

TABLE I
THE SIMULATION RESULTS FOR THE PROPOSED METHOD AND THE
NEIGHBOURHOOD BASED RATIO METHOD (NR) WITH THE
NEIGHBOURHOOD SIZE OF 3X3 PIXELS

Images SF SF BC BC

Algorithms | The proposed NR The proposed NR

PCC (%) 96.69 96.67 95.49 9527
For the second step, for each neighbourhood size

investigated in the first step, the proposed method was
performed with using the average filters with different sizes
changed from 3 x 3 to 9 x 9 pixels. The simulation results
were shown in Fig. 4. As can be seen from Fig. 4 that the
filter size of 7 x 7 pixels and the neighbourhood size of 3 x
3 pixels are the optimal combination for the proposed method
for the both sets of images investigated. It can be seen from
Table. II, this combination provided the PCCs of 98.55 %
and 99.26 % for the San Francisco (SF) and Bern city (BC)
images, respectively. These results were respectively higher
1.88 % and 3.99 % than those of the NR algorithm.

TABLE 11
THE SIMULATION RESULTS FOR THE PROPOSED METHOD AND THE
NEIGHBOURHOOD BASED RATIO METHOD (NR) WITH THE
NEIGHBOURHOOD SIZE OF 3 X 3 PIXELS AND FILTER SIZE OF 7 X 7

PIXELS
Images SF SF BC BC
Algorithms | The proposed NR The proposed NR
PCC (%) 98.55 96.67 99.26 95.27

In summary, the proposed method without using post-filters
provided the change detection accuracy slightly higher than
that of the NR algorithm [15]. By investigating the different
neighbourhood and filter sizes through Matlab simulation, the
optimal combination between them was found. The proposed
method with the obtained optimal combination of these two
parameters provided the change detection accuracy higher than
that in the case without using post-filters, and higher than that
of the NR algorithm.

IV. CONCLUSION

The paper developed a novel change detection in SAR
images based on the averaged heterogeneous factors of
the neighbourhood areas in the two multiple-temporal
SAR images to create the difference image. The resultant
difference image was then filtered by the average filter to
reduce the speckle noises and to create the final change
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Fig. 4. The proposed algorithm was investigated with different filter sizes
and neighbourhood sizes (ns) (a) for the images of San Francisco in Fig. 1,
and (b) for the images of Bern city in Fig. 2.

map. The different neighbourhood sizes and filter sizes were
investigated to provide the optimal combination of these two
parameters.

The results of performance evaluation based on the Matlab
simulation showed that the proposed method improved change
detection accuracy in comparison with the the neighbourhood
based ratio algorithm. In the near future, our research orien-
tation will focus on simplifying computational procedures to
increase processing speed of our change detection.
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