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Abstract

In order to protect the digital image copyright, it is necessary to design a robust watermarking algorithm. To achieve this
purpose, a novel color image watermarking scheme based on an improved Q R decomposition is proposed in this paper. The
proposed method gives a new algorithm to find elements of Q and R matrices instead of using the Gram—Schmidt algorithm
for QR factorization. First, the R matrix is performed by solving a set of linear equations where diagonal elements of R are
checked and modified if they are zero or negative. After that, the Q matrix is computed based on the R matrix. In addition, a
novel formula is proposed to improve the extracting time where the first element R(1, 1) of the R matrix is found instead of
computing Q R decomposition as the previous proposals. Experimental results show that the proposed method outperforms
other considered methods in this paper in terms of the quality of the watermarked images. Furthermore, the execution time is
significantly improved, and the extracted watermark is more robust against almost tested attacks.

Keywords Digital watermarking - Copyright protection - Gram—Schmidt algorithm - Q R factorization - Quantization index

modulation (QIM)

1 Introduction
1.1 Overview

In recent years, exchanging digital data via the Internet has
become more and more popular. The rapid development of
digital technology techniques and devices has brought a lot
of convenience for users. However, it is also a fertile land
for attacks who want to steal or fake information. Therefore,
inspecting the integrity and the authentication of data is an
extremely important issue to tackle risks. For images, besides
general rules of the law, there are some applied methods such
as encryption, information hiding, and watermarking to help
owners protect their digital copyright. Among these tech-
niques, the image watermarking technique has been known as
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the best one until now. Watermarking is a process of embed-
ding digital information called watermark into an image by
some constraints.

Depending on the watermark embedding domain, digital
watermarking methods can be divided into two main cat-
egories: spatial domain and transform domain. In spatial
domain techniques, the watermark is inserted by directly
altering the pixel intensities of the cover image (Su and
Chen 2018). Altering the least significant bits (LSB) of the
cover image is one of the common spatial domain-based
watermarking techniques. Spatial domain methods have low
computational complexity, but they are not usually robust
against almostimage processing or other attacks. On the other
hand, in transform domain methods, the original image is first
transformed into the frequency domain by several transfor-
mation methods such as discrete cosine transform (DCT),
discrete wavelet transform (DWT), or matrix decomposition
such as singular value decomposition (SVD), QR decompo-
sition, LU decomposition, and Schur decomposition. Then,
according to certain criteria, the transform domain coeffi-
cients are altered for embedding the watermark information.
Finally, the inverse transform is applied to obtain the water-
marked digital image. Although watermarking methods in
the frequency domain have high computational complexity,

@ Springer


http://crossmark.crossref.org/dialog/?doi=10.1007/s00500-022-06975-3&domain=pdf

P.T.Nhaetal.

they are always more robust than spatial domain-based water-
marking schemes.

Image watermarking schemes based on DCT transforma-
tion often embed watermark on the median frequency to
harmonize between the quality of the watermarked image and
the robustness of the extracted information (Su et al. 2015;
Hsu and Hu 2017). If the embedding is implemented on low
frequency, the extracted watermark is good, but the invisi-
bility of the watermarked image is bad and vice versa. For
DWT transformation, the watermark is commonly inserted
on LL low sub-domain to archive a robust result (Giri et al.
2015). However, to balance between the quality of the water-
marked image and the robustness of the extracted watermark,
the watermark is also embedded into HL and LH sub-bands.

For SVD decomposition, there are two trends for the
embedding and extracting process. The first one used the
first element D(1, 1) of the D triangular matrix to change
pixel values (Sun et al. 2002; Vaishnavi and Subashini 2015),
whereas another way executed modifying elements of the
first column of the U matrix (Lai 2011; Luo et al. 2020).
Sun et al. in (2002) designed a novel watermarking scheme
based on SVD, in which the watermark was embedded into
512 x 512 images by modifying the first coefficient of the
D triangular matrix. This method had better performance
in terms of robustness because the authors proposed an
excellent formula to embed and extract the watermark. In
addition, there is a novel scheme that was proposed by An-
Wei Luo in (2020). This proposal performed an optimal SVD
blocks selection strategy to improve the imperceptibility and
used different embedding strengths for each block. However,
embedding on two elements U(2, 1) and U (3, 1) of the U
matrix reduced the quality of the watermarked images.

While the time required to conduct SVD computation is
about 11 n3 flops, Schur decomposition needs a fewer num-
ber of flops which is approximately 8n°3 /3 for an n x n matrix.
That is the reason why some researchers focused on kind
of this matrix analysis (Liu et al. 2017; Su et al. 2020). Su
(2020) in 2020 described a new Schur decomposition-based
algorithm where U (2, k) and U (3, k) elements of U unitary
matrix are chosen for embedding (with k is a row index of D
triangular matrix that contains the biggest value). Although
Schur decomposition takes execution time less than SVD
factorization, it is still a complex transformation.

In addition, QR decomposition, which decomposes a
square matrix into an orthogonal matrix and an upper tri-
angular matrix, is a very important matrix transformation for
watermarking images. The advantage of Q R decomposition
lies in its low computational complexity and stable numerical
feature. Because Q R decomposition is an intermediate step
in Schur decomposition, it requires a fewer number of com-
putations than SVD and Schur factorization (Su et al. 2013;
Sima et al. 2018). Therefore, it is appropriate for real-time
systems. In many works, the elements in the first column of
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the O matrix not only have the same sign but also have sim-
ilar values (Su et al. 2013). The QR decomposition-based
watermarking also has satisfactory performance in terms of
imperceptibility and robustness (Chen et al. 2021). Further-
more, due to concentrating energy of O R analysis on the first
element of the R triangular matrix, the information is often
embedded in this element (Qingtang et al. 2017, 2019). Dis-
covering the suitable element to embed is one of the major
factors for determining the effectiveness of an image water-
marking scheme. This completely agrees with the purpose of
watermarking technique which only focuses on some high-
energy elements instead of embedding information on all
elements of the pixel matrix to guarantee the quality of the
watermarked image.

For the above importance of QR decomposition, many
researchers utilized QR decomposition to transform pixel
matrices in their watermarking techniques (Su et al. 2013;
Naderahmadian and Hosseini-Khayat 2014; Su et al. 2014;
Qingtang et al. 2017; Sima et al. 2018; Qingtang et al. 2019;
Chen etal. 2021). From 2013 to 2019, Qingtang Su had three
papers that focused on Q R factorization. In the first method,
Su et. al performed a watermarking process that depends on
the relation between the second-row first-column coefficient
and the third-row first-column coefficient of the Q unitary
matrix (Su et al. 2013). After that, Su improved it by other
choices in the years 2017 and 2019 where the author divided
the host image into 3 x 3 blocks instead of a size of 4 x 4 as
in the paper (Su et al. 2013). These improvements enhanced
the embedded watermark capacity; however, the quality of
the watermarked image was heavier affected.

Besides using separately above methods, many authors
also had hybrid image watermarking schemes to strengthen
the robustness of the watermark in recent years. That is a
combination of DWT and SVD (Singh et al. 2017; Yadav
et al. 2018; Roy and Pal 2019; Ernawan and Kabir 2020;
Laxmanika and Singh 2020), DCT and SVD (Li et al. 2018),
DWT and DCT (Abdulrahman and Ozturk 2019), DWT and
QR (Jia 2017; Singh et al. 2018), or DWT and LU (Wang
et al. 2016). The experimental results of these proposals
showed that the robustness of the extracted watermark is
more improved than previous researches. Normalized cor-
relation (NC) value, which measures the robustness, is often
up to 90% under all image attacks. However, the invisi-
bility of the watermarked images is only around 40dB by
peak signal-to-noise ratio (PSNR) index. Furthermore, these
methods cost the computational complexity and they are not
suitable for real-time systems.

1.2 Challenging issues
As above discussions, an effective image watermarking

scheme needs to satisfy three main criteria which involve
quality of watermarked image, the robustness of extracted
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watermark, and execution time. To balance these require-
ments, a novel method, which is based on the formula of
Sun (2002) and QR decomposition, is proposed in our
paper. Sun (2002) embedded information on the first ele-
ment D(1, 1) of D triangular matrix after decomposing SVD
(called SunSV D). The embedding and extracting formula in
this proposal was referred to by many researchers due to its
stability. Because of high computational complexity, SVD
decomposition should be replaced with Q R decomposition.
From this idea, a combination between Q R decomposition
and the formula of Sun (called Sun Q R) was experimented. It
used the Gram—Schmidt algorithm (Vandenberghe 2018) for
OR factorization and the formula of Sun for embedding as
well as extracting watermark. To be similar to SVD decom-
position, the first element R(1, 1) of the upper triangular
matrix R is used to embed and extract information due to the
concentration of energy on this element.

The previous methods often utilized the Gram—Schmidt
(GS) algorithm to decompose the image matrix. However,
G S-based QR decomposition exists some disadvantages as
follows. Firstly, according to Stewart (1998) and Vanden-
berghe (2018), the algorithm requires approximately 73 flops
for an x n matrix. It means that its complexity is O (n) which
is similar to SVD and Schur decomposition. Therefore, it is
more effective if we find a novel solution to compute QR
factorization with less complexity. Secondly, although the
G S algorithm-based method is easier to set up, it gives out
worse the invisibility and the robustness of the watermarked
image than the one based on SVD decomposition accord-
ing to experimental results. A reason for this is because the
G S algorithm concurrently calculates Q and R column by
column, so it does not inspect diagonal elements of the R
matrix if these values are zero or negative. From the theoret-
ical point of view, an important factor to make the Q matrix
and R matrix unique is that all diagonal elements R(i, i) of
the R matrix must be positive (Vandenberghe 2018). How-
ever, the G S algorithm does not ensure this demand in some
cases. There are two versions of the G S algorithm: the classi-
cal algorithm and the modified algorithm. While the modified
version depends upon the condition of the original matrix and
fails when the original matrix is singular, classic G S usually
has very poor orthogonality (Stewart 1998). Therefore, GS
is considered a less accurate and stable algorithm (Stewart
1998). Besides that, the GS algorithm is not recommended
in practice due to being sensitive to rounding errors as men-
tioned on page 15 of (Vandenberghe 2018). Figure 1 is an
example to illustrate the error of GS-based QR decompo-
sition when the original matrix A is in an ill condition. A
matrix in the example is a 4 x 4 pixel block of the “Girl”
image (University of Granada 2022). We can see that some
elements of Q and R matrices are unknown in this case. As
the result, the product of Q7 Q is infinite and it is not equal
to the unit matrix /, so the G S algorithm does not guarantee

the orthogonality of the Q matrix. Moreover, an inverse Q R
factorization cannot be computed. In other words, G S-based
QR decomposition fails in this situation.

1.3 Our contributions

Our contributions can be summarized as follows:

1. To overcome the drawbacks of SunQR, a new water-
marking scheme based on Q R decomposition is proposed
in this paper where the R matrix is computed at first and
diagonal elements of the R matrix are checked and mod-
ified if they are zero or negative. This action ensures that
QO and R matrices are always unique without the loss of
orthogonality. Due to this computation, the quality of the
watermarked image can be significantly improved.

2. Calculating elements of R is performed by solving a set
of linear equations. After that, Q is computed based on
R. Therefore, the time complexity of the proposed QR
decomposition is O (n?) instead of O(n3) as the GS-
based QR factorization.

3. In addition, for improving extracting time, a novel for-
mula is designed to get out the first element R(1, 1) of
R matrix instead of calculating Q R factorization as the
previous proposals. Based on our proposed extracting
scheme, our method can reduce significantly execution
time compared with other methods. That makes our
method can be suitable for real-time applications.

1.4 Roadmap

The rest of this paper is organized as follows. Section 2
describes the Q R decomposition theory and its special fea-
tures. Then, Sect. 3 introduces the details of our watermark
embedding and our watermark extraction procedure. After
that, Sect. 4 gives the experimental results and discussion.
Finally, Sect. 5 concludes this paper.

2 Preliminaries

2.1 QR decomposition

QR decomposition (also called QR factorization) of a
matrix A is a decomposition of the matrix into two matri-
ces as Eq. (1).

A=QR, 8
where Q is an orthogonal matrix (i.e., 0T Q = QQT =1)

and R is an upper triangular matrix. If A is non-singular, then
this factorization is unique.
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Fig.1 An example of GS-based

A matrix before embedding

QR decomposition is when the 43,0000 41.0000 40.0000 30,0000
original matrix is in ill condition 43,0006 41.0600 39.00606 39.00006
43.0000 41.0000 39.0600 30.0000 0 T*Q matrix
43,0000 41.0000 39.0000 30,0000 1.00088 -1.#IND -1.#IND -1.#IND
-1.#IND -1.#IND -1.#IND -1.#IND
Q matrix before embedding -1.#IND -1.#IND -1.#IND -1.#IND
©.5000 -1.#IND -1.#IND -1.#IND -1.#IND -1.#IND -1.#IND -1.#IND
6.5666 -1.#IND -1.#IND -1.#IND
0.5000 -1.#IND -1.#IND -1.#IND TS QR SR
©.5600 -1.#IND -1.#IND -1.#IND -1.#IND -1.#IND -1.#IND -1.#IND
-1.#IND -1.#IND -1.%#IND -1.¥IND
R matrix before embedding -1.#IND -1.#IND -1.#IND -1.#IND
26.0000 82.0000 78.5000 78.0000 _1.#IND -1.#IND -1.#IND -1.#IND

6.068606 6.6686 -1.#IND -1.#IND
©.0600 6.6006 -1.#IND -1.#IND
©.0000 ©.0000 ©.0000 -1.#IND

For example, a matrix A of size 4 x 4 as

40 39 39 38
40 40 40 39
41 42 42 40
44 46 44 41

can be factored into an orthogonal matrix Q and an upper
triangular matrix R by Q R decomposition as follows.

[0.4845 —0.6921 —0.3499 —0.4049
_ 104845 —0.2374  0.1917 0.8199
Q= 0.4966  0.2113 0.7381  —0.4049
10.5329  0.6481  —0.5440  0.0000
[(82.5651 83.6431 82.5772 79.0164
R— 0 2.1996  0.9033 —0.5341
0 0 1.0880 1.4020
. 0 0 0 0.3947

2.2 Arnold transform

For improving the security of watermarking method, Arnold
transform is often used to permute the watermark image (Su
et al. 2020), and its detailed permutation process is given by

Eq. (2).

()13

where x’, y’, x, and y are integersin {0, 1, 2,..., N—1}and
N is order of watermark image matrix. The modulus oper-
ation is denoted by mod with a divisor with N. The image
pixel at the coordinate (x, y) can be permuted to a new coor-
dinate (x/, y") by Eq. (2), which disorganizes the order of
the watermark image. Based on the Arnold transform, we
can enhance the security in the visual identification of water-
mark images. Moreover, the number of permutation times of
Arnold transform is often used as the secret key.
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2.3 The special feature of Q and R matrix
2.3.1 Finding the elements of R matrix

By multiplying two sides of the equation with A7 (is a trans-
position of A), Eq. (1) in Sect. 2.1 becomes as follows:

ATA =ATQR=M
= ATA=(QR'QR=M
= ATA=RTQTQR=M
= ATA=R'TR=M (3)

(since Q is an orthogonal matrix, so Q7 Q = I, where I is
the identity matrix.)

Since R is an upper triangular matrix, R can be computed
easily by solving a set of linear equations. Supposedly, the
host matrix A has a size of 4 x 4. Therefore, the M, AT, RT,
and R matrices are also 4 x 4 matrices. The elements of A
are represented as follows.

aiy ayp az a4
apy a azs ax4
asy azp asz azs
a4 a2 a43 aqq

A= = [a1 a2 a3 a4],

where a1, a», a3, a4 are column vectors of A, respectively.
We have

(a1 ax1 a31 a4

AT — ajpp azp azz a4 i M = ATA
ap3 a3 dsz a43

| a14 az4 a34 a44

_mll miz mi3 mi4
ma1 mpp m23 ma4
m3y m3p ma33 m34

| 771141 M43 M43 N44
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F11 712 713 714
0 ry 3 o4
0 0 rszry
0 0 O r44

R= RT=

rr1 0 0 O
riorpn 0 0
ri3r3 133 0
714 124 T34 T44

In order to find the elements of the R matrix, we will begin

with Eq. (3).
rm 0 0 0 r11 F12 713 F14
Tp rioran 00 0 ror3ra
RPR=M <%
rizraar 0 0 0 r33r
714 724 734 V44 0 0 0 ry
mi M2 M3 mi4
| may ma ma3 moy
m3| m3z m33 ms4
M4y M4) M43 M44
Therefore, we have
T =myp = ryp = 4/mi 4
mi
rire =mpp = rp = — (5)
11
mi3
T3 =mi3 = r;3 = — (6)
11
mi4
U4 = Mg = 14 = (7
1

/ 2
riaria +rrn =myp = rp =4/man —rip (3

ma3 — ri2ri3

r2r13 +rpr3 =mo3 = rp3 = —————— 9)
r22
M4 — ri2ri4
T12714 + 12024 = M4 = T4 = — (10
2
r13713 + 123123 + 133733 = m33 = 133
/ 2 2
=/m33 —ri3 — Iy (11
r137r14 + 123124 + 133534 = m34 (12)
M34 — r13r14 — 1237124
=134 =
r33
714714 + 124724 + 134F34 + F44744 = M4y
:>r44=\/m44—r124—r224—}”324 (13)

In general, if the host matrix A has a size of n x n, we have

mlj
ri1 = 4/mi11 and r1j=r— (14)
11
i—-1 2 .
mij = 2k=1"; -~ 1=
rij = ( Z’.fl ) (15)
mijj — 2 _g=1"kiTkj . .
s LFE]
Tii
wherei, j =2,3,---,n.

2.3.2 Finding the elements of Q matrix

Calculating the elements of the Q matrix is based on the
R matrix. The Q matrix can be expressed by columns as
follows.

q11 412 413 414
q21 422 423 424
431 432 433 434
q41 442 443 444

= [41 92 43 q4]

The Gram—Schmidt algorithm, which was introduced in
(Vandenberghe 2018), computes Q column by column.
According to that, the columns of Q are calculated as fol-
lows.

an
~ ar |
6]1 =a) = and ql = —(1 (16)
asg i
as
an q11
- axn 21
qQ =ax —rpq1 = —ri2 a and
as q31
as q41
1
9@ = —q. (17)
)
aiz
- a3
q3 = az —ri3q1 —r3q2 =
asz
as3
q11 [q12
1
21 2 ~
iz | P = |1 and g3 = —q3 (18)
q31 q32 r33
q41 | 942
G4 = a4 — r14q1 — raq2 — 34
ais g | q12 q13
aj4 21 22 2
q3 = — 14 4 — 14 9 —I34 423 and
az4 q31 q32 q33
as4 q41_ q42 q43
I .
G4 = —a@ (19)
Y44

In general, if the host matrix A has a size of n x n, we have

~ 1 ~
g1 =a; and q; = —q (20)
ri1
qi = a; — (riq1 +riga+---+ri—1.iqi—1) and
|
qi = —4qi 21
rii

where a;, g; and ¢; (with i = 2 to n) are n x 1 vectors
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2.3.3 The computational complexity of the proposed
solution

Algorithm 1 presents shortly steps to discover the elements
of the R matrix and Q matrix. According to Algorithm 1,
it is easy to see that the computational complexity of the
proposed approach is the sum of four calculations. These
calculations comprise transposing A matrix, multiplying A”
and A, calculating the elements 7;; and ¢, ;, respectively. Each
calculation needs two nested for loops, so the execution time
for each one is Cn? (C is a constant). Therefore, the time
complexity of the whole Algorithm 1 is O (n?)

Algorithm 1 Calculating R and Q matrices.
INPUT: An A matrix with size of n X n

OUTPUT: The upper triangular matrix R and the orthogonal matrix

0

BEGIN:

1. Transpose A matrix

2. Calculate M = AT A

3. Compute the element 7;; of R matrix based on Eq. (14) and Eq. (15)

4. Compute the elements g;; of Q matrix based on Eq. (20) and
Eq. (21)

return rij and qij

END.

3 The proposed watermarking method

In this section, we describe a new watermarking scheme
based on the improved Q R decomposition and the formula
of Sun in the paper (2002). The image watermarking scheme
includes two stages, embedding and extracting, respectively.

3.1 Watermark embedding scheme

In the embedding process, the host color image is divided
into 4 x 4 non-overlapping blocks at first. Then, the gray
watermark image is permuted by Arnold transform and
is converted to a binary sequence after that. Finally, the
improved QR decomposition is performed on the image
blocks in succession and the watermark is embedded into
the R matrix. The proposed watermark embedding scheme
can be summarized as follows.

1. Divide the host colorimage H into 4 x 4 non-overlapping
blocks. In this image, each pixel is represented by three
components (R, G, B).

2. Permute the gray watermark image by Arnold transform
and then convert to a one-dimensional array w; withi =
1,2,--- ,M x M. M x M is the size of gray watermark
image.

@ Springer

3. Perform QR decomposition on one block based on
Sect. 2.3 as follows:

Assign B components of the block to A matrix.
Calculate AT by transposing the matrix A

Compute M = AT A

Find out R and Q matrices by solving a set of equa-
tions as represented in Egs. (14), (15), (20) and (21).

4. Embed a watermark bit into the triangular matrix R based
on the formula of Sun (2002):

e Get the first element R(1, 1) of R matrix
e Calculate z = R(1, 1) mod g (with ¢ is a positive

integer)
e Case w; = “0”
RALD+T -z 2 <32
R'(1,1) = (22)
R(1, 1)+ 5% — z, elsewhere
e Case w; = “1”
RO -F -z z<2
R(1,1) = (23)

R(1, 1)+ 3% — z, elsewhere

Note that ¢ is also the strength of watermark embedding.
5. Update matrix A by formula Eq. (1): A’ = QR’ and
assign A’ back to B components of the blocks.
6. Repeat steps 3—5 until all blocks are embedded water-
mark values. Finally, the watermarked B components are
reconstructed to obtain the watermarked image H'.

The detail of steps for the embedding stage can be represented
in Fig. 2.

3.2 Watermark extraction scheme

Since the watermark is only embedded into the R matrix in
the embedding process, Q R decomposition is not needed in
the watermark extraction procedure. The main purpose of this
extraction scheme is to find out the first element R(1, 1) of
the R matrix. This improvement makes our paper is different
from the other ones based on Q R decomposition. Therefore,
the watermark extraction steps are described as follows.

1. Divide the watermarked image H' into 4 x 4 non-
overlapping blocks. In this image, each pixel is repre-
sented by three components (R, G, B).

2. Assign B components of the block to a 4 x 4 matrix
(matrix A*).
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Fig.2 The embedding stage

Original Host Image

Watermark Image

W

Arnold
transforms

Repeat
until all
blocks are
embedded

Watermarked image
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3. Obtain the first element R*(1, 1) of R* matrix as fol-
lows: R*(1, 1) = length of the first column vector of A*
matrix (Vandenberghe 2018).

R*(1, 1)

= VA (1, D2+ A*(2, D2 + A*(3, )2 + A*(4, 1)2
(24)

4. Extract the information of watermark based on algorithm
of Sun (2002):

e Calculate 7 = R*(1, 1) mod ¢
e The watermark bit is extracted by using following

equation.
“O//, 7 < %

w= (25)
“1”, elsewhere

5. Repeat steps 2—4 until watermark values are extracted on
all blocks. Finally, collect all extracted watermark values
into an image and use inverse Arnold transform to get the
final watermark.

The detail of the extracting stage can be represented in Fig. 3.
And an example of the proposed image watermarking algo-
rithm is also illustrated in Fig. 4.

3.3 The computational complexity of the proposed
scheme

According to Sect. 2.3.3, the time complexity for the pro-
posed Q R decomposition is O (n?) with an image block size
of n x n. For the proposed watermarking scheme, we only
embed the watermark on the B channel instead of three color
channels of the host image. The reasons for choosing com-
ponent B are: (a) considering all components may distort
the colors of the watermarked images; (b) human eyes are
less sensitive to component B than components R and G
according to the human visual system. Therefore, the overall
complexity of the proposed embedding scheme for a color

0(n2) And

nxn
the overall complexity of the proposed extractlon scheme is

image of N x N pixels is estimated as

N
only X O (1) for a color image of N x N pixels because

nxn
we do not use Q R decomposition as the previous Q R-based
methods in this stage. Instead of that, we calculate R(1, 1)
of the R matrix based on Eq. (24).
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4 Experimental results
4.1 Evaluation criteria

In general, the efficiency of image watermarking schemes is
usually measured by their invisibility, robustness, and com-
puting time. For evaluating the invisibility capability, not only
the peak signal-to-noise ratio (PSNR) is used, but also the
structural similarity index measurement (SSIM) is utilized
to measure the similarity between the original color image
H and the watermarked image H’ with size of N x N in
this paper. PSNR is employed as a measure for evaluating
the quality of the watermarked image. PSNR is described by
the following equation.

2552MSE
PSNR = 10log;) ———— (26)

’

where the mean square error (MSE) between the original and
watermarked image is defined as:

1 M= .. I on2
MSE = ; H(z,]) —H'(,))) (27)

T'MZ

Moreover, the SSIM is considered to be correlated with
the quality perception of the human visual system (HVS).
The SSIM, as denoted in Eq. (28), is also used to measure
the similarity between the original color image H and the
watermarked image H' (Jia 2017).

SSIM(H,H) =I1(H,H)c(H,H))s(H, H), (28)
where

I(H, H") = @uurn +C0 /42 142, 1 ¢
c(H, H') = Cononw +C /52 152 4 ) (29)
S(H, H/) = (©oum +C3)/(0HUH, +Cy)

The first term in Eq. (29) is the luminance comparison
function which measures the closeness of the two images’
mean luminance (g and wg/). The second term is the con-
trast comparison function which measures the closeness of
the contrast of the two images. Here the contrast is measured
by the standard deviation oy and og. The third term is the
structure comparison function which measures the correla-
tion coefficient between the two images H and H'. Note that
oy g is the covariance between H and H'. The positive val-
ues of the SSIM index are in [0, 1]. A value of “0” means no
correlation between images, and “1” means that H = H'.
The positive constants Cy, C2, and C3 are used to avoid a
null denominator.
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Fig.3 The extracting stage

Watermarked image

Repeat
until
extracted
all
watermark

n
L

=

values

l
!
|
|

Furthermore, the normalized correlation (N C) coefficient
is computed for evaluating robustness by using the origi-
nal watermark W and the extracted watermark W’, which is
denoted as follows:

L Y Wy HW @y )

L T S Wy 0P T T S W Gy )P
(30)

NC

where W (x, y, j) and W/(x, y, j) present the value of pixel
(x,y) in component j of the original watermark and the

Inverse
Arnold
transform
\u/

Extracted Watermark Image

extracted one and m x n denote size of row and column of
the watermark image, respectively.

In general, a larger PSNR or SSIM value denotes the
watermarked image is very near to the original host image,
which means that the watermarking method has better per-
formance in terms of invisibility. A higher N C value reveals
that the extracted watermark is alike to the original water-
mark, which shows that the watermarking method is more
robust.

@ Springer



P.T.Nhaetal.

A matrix AT matrix M matrix
40 39 39 38 Transpose A 40 40 41 44 ATA 6817 6906 6818 6524
40 40 40 39 I 39 40 42 46 )| 6906 7001 6909 6608
41 42 42 40 39 40 42 44 6818 6909 6821 6526
44 46 44 41 38 39 40 41 6524 6608 6526 6246
Eq.(20) Eq.(14)

+ +
Eq.(21) R matrix Eq.(15)

Q matrix
82.5651 83.6431 82.5772 79.0164

0.4845 —0.6921 —0.3499 —0.4049] Eq.(20) + Eg.(21) 0 21996 09033 —0.5341
0.4845 -—0.2374 0.1917 0.8199 0 0 1.0880 1.4020
0.4966 0.2113 0.7381 —0.4049 0 0 0 0.3947
0.5329 0.6481 —0.5440 0.0000

(a) An example of embedding watermark

Embed watermarkw =1
into R(1,1) with q = 10:
z=R(1,1) mod q =2,
z=2=%andw=1,so
R'(1,1) = R(1,1) + (3*q)/4 -z

424223 39 39 38 N 87.5651 83.6431 825772 79.0164
424223 40 40 39 A =GQR 0 2.1996 0.9033 —0.5341
434829 42 42 40| ee— 0 1.0880  1.4020
46.6646 46 44 41 0 0 0 0.3947
A’ matrix after embedding R’ matrix

(b) An example of extracting watermark

A* matrix before extracting

42.4223 39 39 38
42.4223 40 40 39
43.4829 42 42 40
46.6646 46 44 41

1 Eq.(24)

R*(1,1) = v/42.4223% + 42.4223% + 43.48292 + 46.66462 = 87.5651

z=R'(1,1) modq=7

and _'—5 Soz>l
2 ’ 2

w=1

Fig.4 An example of the proposed watermarking algorithm
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Table 1 Various attacks used in our experiments

Index Attacks Description
1 Blur Blur the watermarked image with radius = 0 and sigma is designed to 0.2 and 0.5, respectively
2 Sharpen Sharpen the watermarked image with radius = 0 and sigma is designed to 0.2 and 0.5, respectively
3 Cropping Remove 25% and 50% of the watermarked image on the top left corner
4 Scaling (1/2) Resize the watermarked image from 512 x 512 to 256 x 256 and subsequently restore it to
512 x 512.
5 Scaling (2) Resize the watermarked image from 512 x 512 to 1024 x 1024 and subsequently restore it to
512 x 512
Gaussian noise Add Gaussian noise to the watermarked image with ;& = 0 and variance o> = 0.001, 0.003
S&P noise Add salt and pepper noise to the watermarked image with a noise density den = 0.002, 0.005, 0.01
Rotation 5° Rotate the watermarked image clockwise at the angle = 5 and subsequently rotate it
counterclockwise at the angle = — 5
9 Rotation 10° Rotate the watermarked image clockwise at the angle = 10 and subsequently rotate it
counterclockwise at the angle = — 10
10 JPEG Compress the watermarked images by using DCT transform with size of window 8 x 8 and 16 x 16
11 Mean filter Use the filter with size of window from 2 x 2 and 5 x 5

4.2 The simulation setting

In order to evaluate objectively the stability and the effective-
ness of the proposed method, twelve 24-bit color images with
asize of 512 x 512 in the CVG-UGR image database (Uni-
versity of Granada 2022) are selected as the host images,
and two 32 x 32 gray images are used as original water-
marks as shown in Fig. 5. The host images are standard color
images that involve various types such as portrait, landscapes
photograph, animal photograph, and fruit photograph. Pixel
distribution of these images is different from each other. All
tests are implemented by Visual Studio v15 and are per-
formed on a laptop with Intel® Core™ i5-6200U CPU at
2.30 GHz, 4.00 GB RAM and 64-bit OS. Table 1 describes
shortly different image attacks which are used in our robust-
ness tests.

To select a suitable embedding parameter, the watermark
is embedded into all host images with different embedding
coefficients g (from 5 to 20 with the step length 1). Table 2
gives a part of SSIM of the watermarked images and the
N C of the extracted watermark with the different embedding
coefficients ¢ (¢ = 5, 10, 15, 20, respectively).

As shown in Table 2, each watermarked image has various
SSIM and N C values with the same ¢ and they are also dif-
ferent from other images. However, it is clear that when the
coefficient g increases, the SSIM is smaller whereas the NC
is bigger, and vice versa. This means that if the robustness
of the watermark is better, then the invisibility of the water-
marked image is worse when g goes up. Therefore, to balance
between invisibility and robustness, a value of ¢ is set to 10
for evaluating the performance of the proposed method.

A comparison between the methods of Sun (2002), Luo
(2020), Su (2020), Su (2018), Chen (2021), Hu (2020), Chen

Table2 Values of SSIM and NC under different embedding coefficients

image q PSNR SSIM NC
Girl 5 65.6435 0.9997 0.9656
10 62.5665 0.9996 0.9999
15 53.8237 0.9986 0.9980
20 45.4135 0.9932 0.9748
Lena 5 65.3886 0.9998 0.9716
10 62.4570 0.9996 0.9981
15 60.6977 0.9995 0.9980
20 59.3773 0.9993 0.9961
Peppers 5 60.6537 0.9998 0.9547
10 55.7789 0.9991 0.9787
15 54.2037 0.9986 0.9768
20 52.0914 0.9978 0.9778
Avion 5 65.6314 0.9998 0.9696
10 62.5527 0.9997 0.9980
15 60.8013 0.9995 0.9990
20 59.3868 0.9993 0.9961
Baboon 5 64.5499 0.9999 0.9809
10 62.0187 0.9999 0.9904
15 60.4548 0.9998 0.9942
20 59.2404 0.9997 0.9952

Best values are indicated in bold

(2021), Qin (2021), Kumar (2021) and our proposal is per-
formed to simulate for the effectiveness of the proposed
algorithms. Figure 6 reviews some important information of
the related works in terms of utilized technique, evaluation
tools, data set, performance metrics, advantages, and disad-
vantages. The first one is a scheme of Sun (2002) which used
SVD decomposition as the main technique to embed a 64 x 64
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Fig. 5 The host images: a avion, b baboon, ¢ Balloon, d couple, e Girl, f house, g lena, h milkdrop, i parrots, j peppers, k sailboat, 1 tree. The
watermarks: m wl, n w2

Used Evaluation Host ‘Watermark Position to Size of .
Schemeof | - g tools image image Parameters embed block Advantages Disadvantages
The proposed scheme has the advantages of
Gray, Grayscale The quantization D(1,1) of the D distinguishing the JPEG lossy compression from | Big time complexity (O(n®)).
Sun[5] SVD Tar 512x512 Y * | coefficient Q is set ’ . 8x8 other malicious manipulation (such as replacing) | The experiments were not
64x64 matrix . i . 5 .
to 10. and identifying the modified portion of the | evaluated on color images.
image.
The controlling Big time complexity (O(n?)).
. DWT, SVD, PSNR, Gray, Grayscale, parameters kI and Us an_d Usof U The method.has an optimal SVl?blocks sel.ec>t1.on The ) performa_nce f’f resisting
uo [8] Logistic ma NC 512x512 39x32 k2 are designated as | matrix on the 4x4 strategy which improves the imperceptibility | rotation operation will be further
8IS P 0.02 and 2, LL sub-band and robustness studied and the work will need to
respectivel: be extended to color images
U(2,c) and .
The( U@B,c)of U The method has a strategy to select the The embedded ﬂag‘ s uploqdcd
Schur and PSNR, embedding N N . to the cloud service provider
Color, Color, . = matrix where ¢ embedding image blocks from the image layer, . .
Su[10] Arnold SSIM, coefficient 7= 0.03 4x4 P with the watermarked image.
512x512 32x32 . = max(Dmax) or so the watermark invisibility has been . . .
transform NC and the embedding - . This may be a security gap of this
Dinax of the D significantly improved.
strength A =25 . approach.
matrix
LU, Arnold PSNR, Color, Color, The embe_ddmg L(2,1) and The low computational complexity (O(n%) and The performance of resisting
Su [29] Transform, SSIM, 512x512 32x32 strength T is set to L(3,1) of the L 4x4 hich embedding payload image rotating attack will be
MD5 NC 0.0275 matrix e & pay further considered in future work
The strength Q1) and The algorithm avoldg 'lz{yered processing  that This scheme has limited
. PNSR, Color, Color, control parameter T causes abnormal sensitivity to attacks and less . .
Chen[31] Quaternion BER. N 12x512 %32 . in the i 1 Q(3,1) of the Q 4x4 lation th . dificati £ resistance to  50%  scaling
QR (QQRD) ,NC | 512x512 32x3 is set in the interval ‘matrix corre a}lon at causes excessive modification of correction and Gaussian noise
[0.003, 0.03] coefficient values
The value of level The proposed watermark em_bcd_dmg process o ) R
SVD, o . helps to preserve orthonormality in the unitary | Big time complexity (O(n’)).
shifting A is set to X N X X
Arnold Color, U(2,1) and matrix and compensate for the resulting | The proposed algorithm did not
SSIM, Color, 216 and " . . N . .
Hu[32] transform, 64x32 and L U(@3,1) of the U 4x4 distortion. Iterative regulation ensures the | fare particularly well against
. BER,NC | 512x512 quantization step . . . .
mixed 32x16 size D is set to matrix accurate retrieval of the embedded watermark, | JPEG compression, Gaussian
modulation ) o 032 while mixed modulation helps to improve | noise, or speckle noise
) robustness without compromising image quality.
This _algonthm also has_ higher embedding The robustness of this method is
WHT, capacity and better real-time performance. In .
PSNR, . L . N less than the others in some
Arnold Color, Color, The quantization | The first row of addition, the proposed algorithm improves the R
Chen[35] SSIM, . . 4x4 . A . cases. And the quality of the
transform, 512x512 32x32 stepsize T=5 the H matrix security of the algorithm by transforming and N .
NC . : watermarked images is at a mean
MD5 rearranging the pixel values and randomly level
selecting the embedded block )
R(1,4) of R
PSNR, The quantization matrix on sub- The watermarking algorithm has  good The transparency of  the
. DWT- Color, Grayscale, . he watermarked image is very low
Qin[36] SSIM, step band LL of 4x4 robustness against attacks such as JPEG
QDFT, QR 512x512 64x64 . . " . because the PSNR values are
CDR t=40000 three R, G, and compression, cropping, and median filtering
only between 20 dB and 30 dB
B channels
The Alpha blending technique is used to balance the . :
PSNR, SNR, Color. Grayscale The scaling factor & Sub-band HH of trade-offs between imperceptibility and robustness :h;ismlme;l:eoddianls “_lliss fi l?::iiﬂ
Kumar[37] | LWT, ACM | SSIM, NCC, 512 51’2 641,;(64 ’ e the Y 32x32 | of the watermarking techniques and Arnold’s Cat [g[ k “ g
MAE, MSE x a component Map is used to enhance the security of attacks
watermarking technique
By using an improved QR decomposition, the
Improved algorithm inspected the legality of the diagonal
The P! PSNR, The quantization elements of the R matrix which enhances the | The method has a restriction on
QR (IQRD) Color, Grayscale, . . R(1,1) of the R . N 8 . .
proposed and Amold SSIM, 512x512 39x32 coefficient q is set matrix 4x4 quality of the watermarked image. Furthermore, | coping with geometric attacks
method NC to 10 the formula of calculating R(1,1) instead of | and JPEG compression.
transform . A .
performing QR factorization in the extracting
stage reduced significantly computational time.

Fig.6 A short description of the related works
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binary image into a gray 512 x 512 image on the element
D(1, 1) of the D matrix. This scheme has the advantages of
distinguishing the JPEG lossy compression from other mali-
cious manipulation and identifying modified portions of the
image but it also has a big computational complexity. It is
similar to the schemes of Lou (2020) and Hu (2020) because
both algorithms applied SVD analysis in their image water-
marking methods too. In (Luo et al. 2020), Lou combined
DWT with SVD decomposition and logistic map to create
a novel watermarking scheme. The method has an optimal
SVD blocks selection strategy which improves the impercep-
tibility and robustness. Lou (2020) and Hu (2020) inserted the
watermark bits into the U (2, 1) and U (3, 1); however, Lou
used gray and binary images while Hu utilized color images
for the host image and the watermark image. In addition, Su
had two proposals based on Arnold transform, LU decom-
position, and Schur factorization in (Qingtang et al. 2018;
Su et al. 2020), respectively. The approach of Su (2018) has
a low computational complexity (0(n?)) and high embed-
ding payload but the performance of resisting image rotating
attack will be further considered in future work. Q R decom-
position is selected in the method of Chen (2021) and our
method. However, while Chen embedded color watermark
bits into two elements Q(2, 1) and Q(3, 1) of Q matrix, we
chose R(1, 1) of R matrix as the modified element. In addi-
tion, three state-of-the-art algorithms were published in 2021
by Chen (2021), Qin (2021), and Kumar (2021), respectively.
Firstly, Chen (2021) used WHT transform as a main tech-
nique for the proposed scheme. In this publish, the author
calculated a correlation between the matrix coefficients to
find out the embedded elements of the WHT blocks on three
R, G, and B channels. This algorithm has higher embedding
capacity and improves security by rearranging the pixel val-
ues and randomly selecting the embedded blocks. Secondly,
a combination of DWT, QDFT, and Q R decomposition was
built by Qin (2021) to create a novel watermarking scheme.
Qin performed the first-level DWT transform on R, G, and
B channels at first. Next, three low-frequency components
constituted a pure quaternion matrix and the left quaternion
Fourier transform was performed to obtain the real part.
Then, the watermark was embedded into the ri4 element
of the R matrix by QR decomposition. The algorithm has
good robustness against attacks such as JPEG compression,
cropping, and median filtering but the transparency of the
watermarked image is very low because the PSNR values
are only between 20 dB and 30 dB. Finally, an LWT-based
image watermarking method, which hid the watermark into
sub-band H H of Y component, was developed by Kumar
(2021). In this article, Kumar applied the alpha blending
technique to balance the trade-offs between the impercep-
tibility and the robustness, and Arnold’s Cat Map was used
to enhance security of the watermarking technique. Unfortu-
nately, this method is less robust against median and filtering

attacks. In summary, all the above papers divide the host
image into the blocks of 4 x 4 except Kumar (2021) and the
evaluation tools are often PSNR, SSIM, NC, and BER.

4.3 Invisibility test

The quality of watermarked images is evaluated by PSNR and
SSIM indexes. In general, the watermarked image is more
invisible when the value of PSNR is bigger or the value of
SSIM is near to 1. Theoretically, the extracted watermark
should be the same original watermark under no attacks. It
means that the N C value must be 1. However, it is not com-
pletely correct in our experimental tests. In fact, the N C value
is less than 1 because it depends on the structure of the host
image as well as the embedding strength. In all methods, the
embedding strength is chosen to a suitable value in order to
balance between the quality of the watermarked image and
extracted watermark. Figure 7 shows that PSNR values of
the proposed method are at a stable level of over 62 dB for
all tested images except “peppers” and “Parrots”. For each
host image, NC indexes of two watermarks are similar to
each other.

The detailed results of the imperceptibility are also com-
pared in Fig. 8. According to Fig. 8§, PSNR/SSIM values of Su
(2018), Luo (2020), Hu (2020), and Chen (2021) are lower
than the other methods because the authors embedded the
watermark on two elements of the L matrix, U matrix, and
0 matrix, respectively. This causes a big change in two rows
of the corresponding block after embedding. Therefore, the
pixel values of the watermarked image will not be close to
the original image. As the result, the quality of the water-
marked image of these methods is worse. In addition, the
figures in Fig. 8 display that the algorithms of Su (2018) and
Hu (2020) bring a low result in terms of PSNR and SSIM.
The reason for this is because these methods embedded the
information on three channels instead of one channel as the
others. Although embedding on three channels enhances the
embedded capacity, it leads to distortion of the pixel values.
Meanwhile, the methods of SunSVD (2002) and SunQR in
Sect. 1.2 have higher PSNR/SSIM values. These methods
used the embedding formula of Sun which impacts on one
element of the triangular matrix, so the embedded block only
changes on one row instead of two rows as the cases of Su
(2018), Luo (2020), Hu (2020), and Chen (2021). That is a
reason why the formula of Sun is utilized in the proposed
method.

Figure 9 is a piece of evidence to demonstrate the influ-
ence of the embedded elements on the pixel matrix. In this
figure, the proposed algorithm only embeds watermark bits
on R(1, 1) of the R matrix. Thus, the matrix after embedding
only is modified on the first column in comparison with the
original matrix. Unlike that, the watermark bit is embedded
into two elements Q(2, 1) and Q(3, 1) of the Q matrix in
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fﬂi'gmﬁfsff r?lzghévd(i“;atl\liislsef Host Watermark is ‘w1’ Watermark is ‘w2’
host images and two watermark images PSNR PSNR NC
images in the absence of attack o ;
house 62.6034 a) 09985 | 023317 | N&#( g9g0
milkdrop | 62.5203 {() 09935 | 023717 | \a# (9504
sailboat | 62.6911 {[) 09985 | 026590 | Na# 995
Girl 626127 | 4f) 1.0000 | 629965 | Na#( 9999
: S
lena 62.4939 {ﬂ 09978 | 0270 | Nas gog;
peppers 55.1929 {[) 0.9841 57.9257 6 0.9856
avion 62.5458 {() 09964 | 029927 | Na( 9980
= -
baboon 62.0940 {d 0.9935 62.0187 | ngs 0.9904
couple | 62.6295 {{) 09978 | 024845 \?I 0.9990
tree 626205 | 4f) 09957 | 627430 | Na#( 998
Balloon 62.5298 {ﬂ 0.9877 62.5573 | Rgd 0.9856
AR
Parrots | 49.8066 {[) 09992 | 0-8003 | N&# 9990

the method of Chen (2021) which leads to change in the sec-
ond row and the third row of the embedded matrix. To some
extent, Fig. 9 explains why the proposed method has better
imperceptibility than the scheme of Chen (2021).

In addition, it can be seen clearly in Table 3 that the pro-
posed method gives much higher PSNR/SSIM and NC values
than others. This means that the invisibility of the water-
marked image is much better in the proposed scheme. In
addition, the result table brings out that the proposed method
can not only overcome the quality of the watermarked image
but also effectively extract the embedded watermark.

Our results can be explained as follows. Theoretically,
R is an upper triangular matrix with nonzero diagonal ele-
ments. According to Eq. (22) in Sect. 2.3, the first diagonal
element ry; is always positive because pixel value is also
positive. However, the other diagonal ones can be zero or

negative which are based on Egs. (8), (11), (13) in Sect. 2.3.
From Eq. (8) in Sect. 2.3, we have ry = /mo — r122. If
(mpy — r122) = 0 then rpp = 0. Thus, rp3 and ry, are infi-
nite. Otherwise, if (myy — r122) < 0, rpo is infinite too. It is

@ Springer

similar to 733 and r44. This leads to infinite values of R, Q,
and A’ matrices (with A’ is the matrix A after embedding
the watermark). This is a reason for reducing the quality
of the watermarked image. Therefore, to solve this issue,
we check the value below the square root before calculating
rii(i = 2,3, 4). If this value is zero or negative, r;; is set up
to 1. This action not only gives out the better invisibility of
the watermarked image but also does not completely affect
the embedding process as well as extraction because the two
processes only use the first diagonal element r11. This solu-
tion makes the proposed method more stable and effective in
terms of the quality of the watermarked image.

4.4 Execution time test

It is easy to see that the execution time of watermarking
image algorithms, which are based on the transform domain,
depends mainly on the type of used matrix decomposition.
SVD decomposition needs about 11n3 flops for a n x n
matrix, whereas the required time to compute LU factor-
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SunQR in N The proposed
Method SunSVD [5] Sect.1.2 Su [29] Luo [8] Hu[32] Chen[31] method
Watermarked
image
(PSNR/SSIM) % %
58.0311/0.9989 43.4108/0.9893
Extracted “%";"
watermark %é? 1
(NC) 0.8522
Watermarked
image
(PSNR/SSIM) ‘ | | |
57.9641/0.9992 | 55.1997/0.9996 | 44.3169/0.9931 | 47.9291/0.9927 | 41.8759/0.9778 | 52.682/0.9986
Extracted A A A = A
watermark W w w w \l’
(NC) 0.9942 0.9980 0.9414 0.9828 0.9956
~ ~ ¥ ™~ ¥
Watermarked
image ! !
(PSNR/SSIM) ' ' == L == s i
45.2276/0.9892 | 55.7789/0.9991 | 45.9144/0.9959 | 47.6466/0.9953 | 40.9531/0.9710 | 51.0417/0.9980 | 57.9257/0.9996
Extracted “ : ‘”-5 .I'I. i . ” y “ ‘”’
watermark w w w w w w
(NC) 0.9787 0.9158 0.9527 0.9768
I_" -~ T — [ T —] [ T ——
Watermarked e — P ey
image . ’ i
(PSNR/SSIM) f "
52.9882/0.9985 49.6744/0.9982
Extracted wi i ‘"
watermark . W
(NC) 0.9827
Watermarked
image
(PSNR/SSIM) M st
57.8236/0.9997 | 58.0014/0.9998 | 44.5487/0.9970 | 46.0408/0.9976 53.7594/0.9990
Extracted ‘ﬂ A . . A ﬂ
watermark w w w W w w
(NO) 0.9799 0.9900 0.9667 0.9035 0.9918 0.9923
Fig.8 A comparison of the quality of the watermarked images between the methods
Table 3 An average comparison between the different methods in terms of PSNR, SSIM and NC values
Value/method SunSVD (Sun SunQR in Su (2018) Luo (2020) Hu (2020) Chen (2021) The proposed
et al. 2002) Sect. 1.2 method
PSNR 55.4066 54.6548 42.6207 49.7185 40.9879 51.5636 61.5041
SSIM 0.9972 0.9989 0.9881 0.9964 0.9761 0.9982 0.9997
NC 0.9881 0.9806 0.9274 0.9439 0.9909 0.9906 0.9944
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Fig.9 An example for
comparison of original and
embedded matrices between the
proposed method and the
approach of Chen (2021)

embedding

43.0000 42.0000
41.0000 41.0000
37.0000 38.0000
36.0000 38.0000

A matrix before
142.0000 42

embedding
0 _42.0000

L0000 41.0000 41.0000 41.0
SO._0000 39.0000 37.0000 3

37.0000 36.0000

36.0000 38.0000

Q matrix before embedding Q matrix before embedding
©.5277 ©.2771 ©.5992 -0.5345 9.5277 ©.2771 ©.5992 -8.5345
©.5151 ©.2705 ©.1365 ©.8018 0.5151 ©.2705 0.1365 ©.8018
©.4900 ©0.2573 -0.7889 -0.2673 0.4900 ©.2573 -0.7889 -0.2673
©.4649 -0.8854 -0.0000 -0.0000 0.4649 -0.8854 -0.0000 -0.0000
R matrix before embedding R matrix before embedding
=$79.5927 79.1278 78.6755 79.5676 79.5927 79.1278 78.6755 79.5676
©.0000 ©.8854 ©.6479 -1.1427 0.0000 ©.8854 0.6479 -1.1427
©0.0000 ©0.0000 2.1769 ©.7889 0.0000 ©.0000 2.1769 ©.7889
©.0000 ©.0000 ©.0000 0.2673 0.0000 ©.0000 0.0000 ©.2673
R' matrix after embedding " matrix after embedding
=77 .5927 79.1278 78.6755 79.5676 .5277 ©.2771 ©.5992 -8.5345
©.0000 ©.8854 ©.6479 -1.1427 1365 ©.8018

Q
0
0.5426 ©.2705 O.
0
0

©.0000 ©.0000 2.1769 ©.7889 .5426 ©.2573 -0.7889 -0.2673
©.0000 0.0000 0.0000 ©.2673 .4649 -0.8854 -0.0000 -0.0000
embedding IA' matrix after embedding

43.0000 42.0000
41.0000 41.0000
37.0000 38.0000
36.0000 38.0000

.1837 43.1710
1837 43.1593

43.15

85
41.1355

(b) An example of the proposed method

ization is n” flops. And QR decomposition is considered
as an intermediate stage between SVD and LU. For GS-
based QR factorization, it costs (n° — g) floating-point
additions and multiplications (Stewart 1998). In (Chen et al.
2021), Chen used quaternion Q R decomposition (Q QR D)
which is based on Householder transformation for matrix

calculation. According to Vandenberghe (2018), the House-
3

holder algorithm requires approximately 41 flops for an
n X n matrix. On the other hand, the scheme of Hu (2020)
is based on SVD factorization with mixed modulation incor-
porated. And its time complexity is the sum of the five basic
processing modules with an image block size of n x n, as
follows: SV D(O (4n3)), orthonormal restoration (O (2n3)),
distortion compensation (O(3n%)), matrix recomposition
(0(2n3)), and tentative verification (O (4n3)). The overall
complexity of this method for a color image of N x N pixels

. . N x N 3 5
is estimated as ——— (12n° + 6n~). Therefore, the SVD
nxn

and QR decomposition-based approaches such as SunSVD
(2002), Lou (2020), SunQR in Sect. 1.2, Chen (2021), and Hu
(2020) have time complexity of O(n?) for an n x n matrix.
For the proposed scheme, as shown in Sect. 3, the embedding

time complexity is

X N 2 . . .
O (n”) while the extracting time
n

N x N
complexity of the proposed approach is only ﬁO(l)

for a color image of N x N pixels.
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(@) Anexample in the approach of Chen[31]

In these experiments, a computer with Intel® Core™ i5-
6200U CPU at 2.30 GHz and Visual Studio v15 is used as
the computing platform. The embedding time and extrac-
tion time of the proposed methods are 0.2448s and 0.006 s,
respectively. Table 4 shows a comparison of the execution
time between different methods.

According to Table 4, the total execution time of the pro-
posed method is bigger than the time of Su (2018) which uses
LU decomposition, but it is smaller than the others. In the
scheme of Luo (2020), the author proposed a combination of
DWT and SVD, so this method spends more time than the
others except for the approach of Hu (2020). Meanwhile, the
algorithm of Hu (2020) applied many processing modules
such as level shifting with dither noise, SVD, sign correc-
tion, mixed modulation, orthonormal restoration, distortion
compensation, tentative verification, and iterative regulation.
It is the reason why its running time is the biggest.

For embedding time, the algorithm SunQR in Sect. 1.2 and
the method of Chen (2021) are similar because they use QR
factorization based on GS and Household algorithms, respec-
tively. However, the algorithm of Chen (2021) needs more
time to measure the correlation between elements g;; of the O
matrix and select an optimal quaternion embedding position,
so it costs a higher number. For extraction time, the pro-
posed method gives an effective result because it calculates
the length of the first column vector of the A matrix to find
out the first element R(1, 1) of the R matrix instead of using
O R decomposition as the previous Q R based schemes. This



Consideration of a robust watermarking algorithm for color image using improved...

Table4 Average execution time

of different methods (in second) Method Embedding time Extracting time Total time
SunSVD (2002) 0.4850 0.0870 0.5720
SunQR in Sect. 1.2 0.3718 0.0296 0.4014
Su (2018) 0.1774 0.0074 0.1848
Luo (2020) 2.4566 0.1730 2.6296
Hu (2020) 5.2116 1.0348 6.2464
Chen (2021) 0.4001 0.0279 0.4280
Proposed method 0.2448 0.0060 0.2508
Imz: Attack SunSVD | SunQR in e
mage fae Su[29] | Luo[8] | Hu[32] | Chen[31] | proposed
[5] Sect.1.2
method
Bluring | 4 ”~ | m w ™ m m
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avion 0.9923 0.9971 0.9609 0.9827 0.9945 0.9952 0.9980
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0.9417 0.9674 0.9330 0.9694 0.9898 0.9913 0.9827
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ena
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0.9933 0.9370 0.8436 0.8957 0.9789 0.9865 0.9999

Fig. 10 Extracted watermarks and N C values of the different methods under the blurring attack

demonstrates that the proposed approach can significantly
improve the speed of the watermarking process, especially
the extraction time.

4.5 Robustness test

For testing the robustness of the proposed method, nine
operations are used to attack three watermarked images.
And then, the extracted results from the attacked images
are compared to the related works with different kinds of
matrix decomposition such as SunSVD (2002), SunQR in
Sect. 1.2, Su(2018), Luo(2020), Hu (2020), and Chen(2021).
The schemes of Sun (2002) and Hu (2020) used SVD decom-
position for deposing the pixel matrix. While SunQR in
Sect. 1.2 applied the GS algorithm for QR factorizing, the
Household algorithm-based QR factorization was utilized
by Chen (2021). Besides, LU decomposition was developed

by Su in (2018), and the method of Lou(2020) was a combi-
nation of DWT and SVD decomposition.

First of all, blurring and sharpening are two of the com-
mon image processes. The blurring technique is set up by
two arguments like radius and sigma. The first value radius
is also important since it controls how big an area the operator
should look at when spreading pixels. This value should typ-
ically be either ’0’ or at a minimum double that of the sigma.
The second sigma value can be thought of as an approxima-
tion of just how much you want the image to blur in pixels.
In the experiments, the radius is fixed to ’0,” and sigma is
designed to 0.2 and 0.5, respectively. The sharpening opera-
tion is also a sort of inverted blurring. Both operations work
in just about the same way. Therefore, its arguments are sim-
ilarly set to blur. Figures 10 and 11 give the results of the
visual comparison and quantitative values. NC values from
these figures inform us about the superiority of the proposed
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. The
Image | Attack | SunSVD | SunQRin | g oo | 1 6(8] | Hu[33] | Chen[31] | proposed
[5] Sect.1.2

method
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Fig. 11 Extracted watermarks and N C values of the different methods under the sharpening operation

method over the others. Furthermore, it is easy to see that
all schemes can prevent damage from blurring and sharpen-
ing attacks. The extracted watermark of Hu (2020) and Chen
(2021) is clearer to recognize than the others for the “avion”
and “lena” images when the sigma is set to 0.5.

Adding noise is also one of the common operations in
image processing. In this experiment, we select the Salt &
Peppers noise and Gaussian noise as the attack noises. In
the adding Salt & Peppers noise, the noise quantity is from
1 to 10% increase by 1%, and Fig. 12 shows a part of NC
values and visual perception, respectively, moreover, adding
Gaussian white noise of mean 0 and variances from 0.001
to 0.005 increasing with 0.001 to process the watermarked
images. Figure 13 shows the NC values and visual percep-
tion results of the extracted watermark after adding Gaussian
white noise of mean 0 and different variances (0.001, 0.003,
respectively). As can be seen from these figures, the proposed
method has better robustness than the others against the pro-
cess of adding noise. In some cases, the scheme of Chen
(2021) has advantages but the gap between this approach and
the proposed one is not too big. While adding Salt & Peppers
noise seems not to make all methods difficult, the Gaussian
noise attack brings a poor performance to the approaches of
Su (2018), Luo (2020), and Hu (2020). The extracted water-
mark of Luo (2020) is even presented in an unrecognized
shape for the “lena” image.

For the filtering attack, the mean filter method is per-
formed on the watermarked images. A mean filter with
different window sizes from 2 x 2 to 5 x 5 is used to pro-
cess the watermarked images. Figure 14 shows the extracted
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watermarks and N C values with the filtering sizes of 2x 2 and
3% 3, respectively. Itis seen from this figure that the method of
Chen (2021) is the most effective among all studies. Besides,
the algorithm of Hu (2020) is more robust than the methods
of SunSVD (2002), SunQR, Su (2018), and Luo (2020). Our
method also gives positive results and the extracted water-
marks can be recognized for the “avion” and “Girl” images.

For testing the cropping robustness, two cases are simu-
lated to crop the three watermarked images. The first case
is cropped in the upper left corner by 25%, while the sec-
ond case is cropped in the upper half by 50%. Although NC
values cannot be measured in this operation because they
do not correctly reflect the quality of the extracted water-
mark. As the results displayed in Fig. 15, the invisibility of
the extracted watermarks of the proposed method is clearer
than the other methods. Obviously, the proposed method is
robust against this cropping process. And the algorithm of
Luo (2020) seems to be less effective for the “lena” image
because the extracted watermark can not be recognized in
this case.

Another type of well-known image operation is geometry
attack, which mainly includes rotation and scaling. There are
two rotation experiments to show the robustness in Fig. 16.
One involves rotating the watermarked image to the right by 5
degrees. The other involves rotating the watermarked image
to the right by 10 degrees. The images are first rotated a cer-
tain number of degrees clockwise and then are rotated the
same number of degrees counterclockwise. Figure 17 shows
the quantitative results and visual perception results for the
case of scaling, respectively. In this experiment, two scaling
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Fig. 12 Extracted watermarks and N C values of the different methods under the Salt & Peppers noise adding

operations of 200% and 50% are used to deteriorate the water-
marked image. From data in Figs. 16 and 17, although the
proposed method gives less robustness than the methods of
SunSVD (2002), Luo (2020), Hu (2020), and Chen (2021), it
is more effective than the schemes of SunQR in Sect. 1.2 and
Su (2018). In these experiments, SVD decomposition-based
studies such as SunSVD (2002), Luo (2020), and Hu (2020)
bring better quality than others. Especially, the proposal of
Hu (2020) is the most robust against geometric attacks.
Finally, JPEG compression is also known as an image
process. In this experiment, the watermarked images are
compressed by JPEG compression with the window size is
8 x 8 and 16 x 16, respectively. JPEG is a common ‘lossy’

compression algorithm for digital images, which allows a
selectable trade-off between storage size and image quality
by discarding perceptually unimportant information in mid-
dle and high frequencies. Pixel alterations in a local area (i.e.,
the 4 x 4 blocks used for image watermarking) can be treated
as middle-to-high-frequency noise in the 8 x 8 and 16 x 16
blocks used for image compression. This makes it easy for
JPEG compression to destroy watermark information hid-
den in the middle-to-high frequency region. Therefore, as the
results are shown in Fig. 18, most schemes are weak against
JPEG compression, especially the algorithms of SunSVD
(2002), and Su (2018). The method of Chen (2021) has the
best performance for the “avion” and “Girl” images, while the
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Fig. 13 Extracted watermarks and N C values of the different methods under the Gaussian noise adding
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Fig. 14 Extracted watermarks and N C values of the different methods under the Mean Filter attack
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Fig. 16 Extracted watermarks and N C values of the different methods under the Rotation attack
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Fig. 18 Extracted watermarks and N C values of the different methods under the JPEG compression
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Fig.19 NC values of the

The host image is ‘milkdrop’ and
the watermark is ‘w1’

The host image is ‘Girl’ and
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approach of Luo (2020) overcomes the others for the “lena”
image. In the contrast, the proposal of Hu (2020) has lim-
ited resistance to this kind of attack. Although the proposed
method is not the best method under JPEG compression, it
has higher N C values than the methods of SunQR, Su (2018)
and Luo (2020) for the “avion” image. Our study is also bet-
ter than some methods such as SunSVD (2002), SunQR, and
Su (2018) for the “lena” and “Girl” images.

To sum up, by the experimental results, we can see that
the schemes which use SVD decomposition (SunSVD 2002,
Luo (2020), and especially Hu (2020)) are more robust than
other methods (SunQR in Sect. 1.2, Su (2018), Chen (2021)
and the proposed one) under geometry attacks. However, the
method of Lou (2020) is less effective under mean filter and
cropping operations. Whereas, the algorithm of Chen (2021)
is considered as a strong solution against most attacks, espe-
cially the mean filter. Figure 19 also displays NC values and
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the extracted watermarks of two watermarked images of the
proposed method under different attacks. The figures indi-
cate that the proposed approach is robust against the most
used attacks such as blurring, sharpening, salt & pepper
noise, Gaussian noise, cropping, and mean filter for both
watermark images. Furthermore, the proposed method out-
performs SunQR in all cases, although both these methods
use QR decomposition. The reason for this is because the
proposed method has an improvement to find out elements
of O and R matrices instead of using the GS algorithm as
SunQR.

5 Conclusion

In this paper, a novel image watermarking scheme, which is
based on Q R decomposition, is presented. In the embedding
stage, the color host image is divided into non-overlapping
4 x 4 blocks at first. For each block, the improved Q R decom-
position is applied on the B channel where calculating Q and
R matrices is executed in succession. First, the elements of
the R matrix are found by performing a set of linear equa-
tions as Eq. (15). Second, the Q matrix is computed column
by column based on A and R matrices. Third, the watermark
information is embedded into the first element R(1, 1) of
the R matrix by using Eq. (23). Finally, we have the water-
marked image after taking a reverse QR decomposition to
update pixel values. In extracting stage, we get R(1, 1) by
only one operation Eq. (24) without Q R factorization as the
previous methods. After that, the binary values of the water-
mark are extracted via Eq. (25). As the result, the image of
the watermark is reconstructed from the received informa-
tion. The tests are experimented on five color images and
one gray-scale watermark image with PSNR/SSIM and NC
indexes to evaluate the effectiveness of the proposed method.
The results of the comparison in Sect. 4 show that our scheme
overcomes the others in terms of the quality of the water-
marked image. In addition, because we donot need touse O R
decomposition in the extracting stage, the execution time is
significantly improved. And our proposal is also more robust
than the methods of SunSVD (2002), SunQR in Sect. 1.2, Su
(2018) and Luo (2020) under attacks such as salt & peppers
noise, Gaussian noise, blurring, sharpening, cropping, and
mean filter.

In the future, a hybrid scheme should be developed to
improve the robustness of the watermark under geometry
attacks and JPEG compression. In recent years, many hybrid
digital image watermarking methods have been expanded
to enhance robustness, capacity, and security while still
maintaining the quality of the watermarked image (Mah-
buba and Mohammad 2020). In hybrid domain approaches,
two or more image transformations are used for water-
marking. These methods provide more imperceptibility and
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high robustness to multimedia data and are mainly used for
multimedia security and copyright protection. Therefore, a
combination of the proposed Q R decomposition and another
transform domain is necessary and will be further considered
in the future study.
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