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INTRODUCTION

Motivation

In recent years, studying on non-destructive evaluation have been

a burning issue of many research groups. The purpose of the non-

destructive testing like soils, concretes, and other materials is to de-

tect and locate the fault structures, buried objects in the evaluated

environment. The discovery of the buried objects including cracks by

non-destructive evaluation has several benefits in life as used in solv-

ing the consequences of war, rescuing trapped victims, and overcoming

construction problems.

Various techniques have been developed for buried objects detection,

such as acoustic and vibration techniques [4], [5], [6], [7], radio-frequency

identification (RFID)/sensor techniques [8], infrared thermography [9],

magnetic flux leakage method [10], eddy current technique [11], as well

as ground penetrating radar (GPR) [12], [13], [14]. Among these non-

destructive techniques, GPR is widely used because it can locate both

non-metallic and metallic objects without prior knowledge.

In the GPR systems, the penetration and resolution of the system

depend mainly on the signal bandwidth. Traditional systems use a nar-

row signal frequency band to modulate a sinusoidal carrier signal. The

narrow bandwidth makes the information capacity of the radio system
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limited. This information capacity is especially essential for radioloca-

tion systems in which the lifetime of the targets is limited. Therefore,

narrowband radio systems have practically exhausted the information

opportunities in range resolution and target characteristics. To solve

this problem, a new radar system was developed to transmit signals

with ultra-wide bandwidth (UWB).

For practical purposes, the UWB radar means radio detection and

ranging systems which use signal bandwidths greater than 500 MHz to

measure distances with spatial resolutions ∆r < 30 cm. Combining the

ability of range determination with a fine resolution and the material’s

penetrating ability of electromagnetic waves can provide a wide range

of remote sensing capabilities. The UWB radar generally implied short-

range devices that use impulse or continuous wave frequency modulation

(CWFM) signals in the range of 0.5÷10 GHz. The non-destructive mate-

rials testing radars operate at extremely high frequencies signal from 30

to 300 GHz. UWB radars measure distances by detecting reflected sig-

nals with matched filters based on the transmitted signal format. Also,

these systems can find hidden objects with a strong electrical contrast

to the surrounding medium, such as rebars, pipes, and conduits. To in-

crease the accuracy in distance measurements and the spatial resolution

through multiple-layer medium, it is require to find new methods for

UWB signal processing for the UWB radar system.

In the literature, several methods for locating buried objects and mea-

suring the electrical properties of materials have been reported. These

methods can be classified into inverse electromagnetic problem [15] with

2



optimization techniques like gradient descent optimization [16], genetic

algorithm [17]; radar image processing [18], [19]; the mean square er-

ror (MSE) method to estimate buried object parameters [3]. However,

the solution of inverse electromagnetic methods is inherently non-unique

by virtue of the equivalence principle [20]. The images of underground

objects in radar image processing methods heavily depend on the prop-

agation velocity. Hence, the determination of the relative permittivity

of the environment is necessary, but the relative permittivity cannot be

determined only based on the images. The MSE -based method can cal-

culate the relative permittivity by minimizing the absolute differences

between the measured reflection coefficient and the theoretical reflection

coefficient. However, in this method, the parameters of the buried object

(the depth, the thickness) are frequency dependent, this is inconsistent

with the reality. The size of the solution domain in the MSE method is

exponentially increased by the number of the unknown parameters, caus-

ing large errors. Moreover, for environments with many reflective layers,

the estimation of the total reflection coefficient is very complicated.

In general, the position of the target is determined based on the pa-

rameters of the reflected signal such as received signal strength index

(RSSI), angle of arrival (AOA), time of arrival (TOA) methods [21].

With the AOA method, a common technique to estimate the AOA pa-

rameter is to employ multiple antennas in the form of an antenna array.

Then the differences in arrival times of an incoming signal at different

antenna elements can be used to obtain the AOA information based on

the known array geometry. However, for UWB systems, time differ-
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ences cannot be represented by phase shifts and both TOA and AOA

parameters are based on the time delay but AOA estimation commonly

requires multiple antenna elements lead to more complex UWB receiver

side [1]. Therefore, timing-related parameters, especially TOA, are com-

monly preferred for UWB positioning systems. However, the TOA-based

positioning method depends strongly on the determination of the delay

time of the reflected signal corresponding to the peak of the correlation

function. The estimation error of the TOA parameter depends on the

transceiver synchronization and the determining correlation peak. In

order to increase the accuracy in locating the buried objects and de-

termining the relative permittivity, several signal processing methods

applied to transmitted and received UWB signals were proposed. The

investigated distance and the position of buried object were determined

by analyzing the reflected signal combined with the Gauss-Newton and

Lavenberg-Martquardt estimation algorithms.

The proposed methods in this thesis are different from the existing

techniques in four ways. Firstly, the bandwidth of the used UWB signals

is chosen relatively to the investigated distance. Secondly, by enhancing

the UWB signal with pulse position modulation (UWB-PPM), the ac-

curacy of distance measurement in a multi-layer medium (heterogeneous

environment) is significantly improved. Thirdly, the objects buried adja-

cent to each other in a single-layer medium (homogeneous environment)

are distinguished and located by using separation of the correlation func-

tion and spectrum of the received signal in the impulse radio UWB

(IR-UWB) system. Finally, the multi-buried objects in a heterogeneous

4



environment are located by shifting the transmitted pulse’s position with

different movements. Different from previous techniques that have been

used in position estimation such as lateration, triangulation, multilater-

ation, geometric principles, etc., in this thesis, the non-linear estimation

methods such as Gauss-Newton, Lavenberg-Marquardt are applied. In-

corporating these methods into the existing UWB GPR designs enhances

the accuracy of the buried object locations.

Research Objectives

The research content focuses on signal processing methods with three

main objectives listed as follows.

� To evaluate the quality of UWB technology in comparison with oth-

ers in positioning through simulation systems to show the advantages

of using UWB technology.

� To develop the algorithms of estimating the location of buried ob-

jects in the homogeneous, heterogeneous environments using the

time of arrival, received signal strength methods combined with the

modified modulation technique for UWB signals.

� To improve the resolution in positioning the buried objects in the

heterogeneous environments, the shifted pulses and correlation sepa-

ration techniques combined with the non-linear estimation algorithm

are applied to UWB signals.

Motivated by the application potentials of UWB-based positioning

systems in the non-destructive environments, based on the advantages
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of UWB technology, and the extant points of the previous researches; this

work proposes the signal processing methods for enhancing the accuracy

of locating buried objects, and increasing the resolution and detection

distance for UWB positioning systems. The specific objectives of the

thesis research can be summarized as follows.

� To evaluate the performance of the distance estimation methods

such as received signal strength indicator (RSSI), and time of arrival

(TOA) in UWB penetrating systems.

� In order to improve the accuracy of the estimation of propagation

distance, a method of enhancing the pulse position modulation tech-

niques with UWB signal, called UWB-PPM-ATS, is proposed.

� To locate multiple buried objects in the homogeneous medium, a

novel method based on the correlation function separation combined

with the Levenberg-Marquardt called CFST was proposed. In ad-

dition, a method of UWB pulses shifting named UWB-PST was

proposed for locating multi-buried objects in the heterogeneous en-

vironments.

Research areas

� UWB technology, positioning techniques, and mathematical approaches

of signal processing.

� Statistical estimation methods such as Gauss-Newton, Levenberg-

Marquardt, etc.

� Detection theory and complexity evaluation.
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Research method

In this thesis, both the theoretical analysis and the computer simu-

lation are implemented to evaluate the performance of the considered

systems.

� The analytical methods are used to process the transmitted and

received signals, the correlation function, and the parameters in the

estimation model of the proposed systems.

� The computer simulation is applied to validate the analytical results

and to make a comparison between the performance of the proposed

and other previous systems.

Thesis contribution

In this thesis, the UWB signal processing methods in penetration

radar UWB systems are proposed for measuring the distances and lo-

cating buried objects in environments such as dry sand, soil, concrete,

etc. This model can also be used to probe a wall with different layers

of construction materials. The major contributions of the thesis can be

summarized as follows.

� To calculate the pulse width and the length of pseudo random noise

(PN) sequence (used to modulate UWB signals) relative to the dis-

tance/size of the investigated range for improving the accuracy of

distance estimation. This contribution is presented in [J1], [J2], and

[C2].

� To construct a system model for positioning a single buried object

7



in a homogeneous environment (single layer) using IR-UWB system.

A novel method for positioning multi-buried objectives based on the

correlation function separation technique (CFST) combined with the

non-linear least square Levenberg—Marquardt is proposed. This

contribution is presented in [J5].

� In order to increase the accuracy of measuring the distance, an en-

hanced ultra-wide band pulse position modulation technique, called

UWB -PPM -ATS is proposed and compared with other techniques

such as conventional UWB-PPM, UWB- OOK. This contribution is

presented in [J4].

� To propose a method of shifting transmitted pulses applied in the

UWB system for enhancing the accuracy of locating multiple buried

objects in heterogeneous environments (multi-layers) named UWB

pulse shifting technique (UWB-PST). This contribution is presented

in [J3].

Thesis structure

The thesis is organized in three chapters as follows.

� Chapter 1: Overview of UWB technology

This chapter presents background knowledge of UWB technology,

methods of generating UWB signals, advantages and disadvantages

of UWB technology, and the model of a penetrating UWB system

used for measuring the distance. In particular, it presents a com-

prehensive review of recent researches on UWB and buried object
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positioning methods, and outlines some challenging issues that pro-

mote the contributions of this work in the subsequent chapters. The

research objectives and methods in the thesis are also presented in

this chapter. The content of this chapter is published in [C2],[J1].

� Chapter 2: Determination of the propagation distance using UWB

penetrating system.

In this chapter, the method of applying RSSI combined with Gauss-

Newton algorithm for IR-UWB system to determine the propagation

distance and the position of a buried object is proposed. However,

due to the rapid attenuation of the signal, this method is only ap-

plicable for short-range detection and homogeneous medium. In the

heterogeneous medium, to increase the ability of detection of the

received UWB signal and thereby increase the accuracy of distance

estimation, the UWB-PPM-ATS method is proposed. In the UWB-

PPM-ATS method, the position of UWB pulse is modulated by PN

sequence with an optimal additional time shift. This makes the error

of distance estimation significantly reduced. Performance compar-

isons between the proposed system and the related ones are provided

using numerical and simulation results especially in lossy transmis-

sion environments. The results of this chapter are published in [C1],

[J2], [J4].

� Chapter 3: Correlation function separation and shifted pulse-based

buried objects positioning methods.

In this chapter, the methods used to locate the buried objects by the

9



correlation function separation technique, called CFST and pulse

shifting technique, named UWB-PST, for UWB systems are pro-

posed. Our analysis indicates that, based on the values of the corre-

lation function of the received UWB signals and the nonlinear esti-

mation method LMF, the characteristics of the environment and the

location of buried objects can be determined. The CFST method

may be applied to locate the single buried object, and multi-buried

objects are close to each other. In addition, the accuracy of posi-

tioning multi-buried objects in the heterogeneous medium can be

improved by using the UWB-PST. The performance of the UWB

systems is assessed by positioning errors. The proposed methods

have significantly improved the accuracy of locating buried objects.

However, the environment under consideration is limited as the dry

medium, and has two layers. The results of this chapter are pub-

lished in [J3], [J4], [J5].
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Chapter 1

OVERVIEW OF UWB TECHNOLOGY

1.1. Introduction to UWB technology

Ultra-wide band (UWB) is a new technology with outstanding fea-

tures in many applications such as communications, position, medical,

and so on. Before 2001, the applications of UWB are limited to mili-

tary only; since 2002, the Federal Communications Commission (FCC)

has gradually allowed commercialization of the UWB frequency bands,

making it possible for anyone to use its properties. The FCC controls

the frequency range of UWB technology in the US from 3.1 GHz to 10.6

GHz. However, in the European Union, the frequency band is divided

into two parts: from 3.4 GHz to 4.8 GHz and from 6 GHz to 8.5 GHz.

The UWB’s radiated power requirement is very strict and it cannot in-

terfere with previous radio equipments.

Since the first US patent for UWB was proposed in 1973, the field

of impulse communication has moved in a new direction. Other ap-

plications, such as traffic control, micro-level systems, and water level

measurement have also been developed. The US Department of Defense

is considered to use the term Ultra-Wide band firstly. Then, UWB stan-

dards were developed by IEEE in the form of IEEE 802.15.3 and the

high data rate versions IEEE 802.15.3a standards are currently in use.

11



After 1990, commercial products of UWB technology began to appear,

companies like Time Domain and especially Xtreme Spectrum were es-

tablished around the idea of communication using UWB technology. In

2002, UWB has become a promising technology by FCC in wireless com-

munications with widespread research interests in the World.

According to the definition given by the FCC, the UWB signal is

characterized by a very wide bandwidth when compared to conventional,

narrow band (NB) signals. A UWB signal is defined as having an abso-

lute bandwidth of at least 500 MHz or a measurement bandwidth ratio

of -10 dB greater than or equal to 20%. As indicated in Fig. 1.1, the

absolute band is defined as the difference between fH and fL at -10 dB:

Power 

spectral 

density

10 dB 10 dB

ΔF

fL fHfC
f

Figure 1.1: Absolute bandwidth of UWB signal [1].

∆F = fH − fL, (1.1)
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The bandwidth ratio is determined by:

Bfrac =
∆F

fc
, (1.2)

where fc is the center frequency defined by:

fc =
fH + fL

2
. (1.3)

Because UWB signals occupy a very large spectrum and they should

be used in existing narrow band systems without causing significant

interferences to those systems, a series of rules of UWB systems is reg-

ulated by FCC. Accordingly, UWB systems must transmit impulse or

non-sinusoidal wave signals below a certain energy level in order to avoid

interferences with older systems in the same frequency spectrum. Specif-

ically, the average power spectral density (PSD) shall not exceed -41.3

dBm/MHz on the frequency range of 3.1 to 10.6 GHz and must be lower

outside this range depending on the specific application [22]. Fig. 1.2

illustrates the FCC limits for indoor systems.

1.1.1. Applications of UWB technology

In recent years, the rapid development of UWB signaling technolo-

gies has been tested on commercial applications from wireless to remote

sensing networks, tracking devices, and penetrating radars. In particu-

lar, the UWB technology makes major improvements in three wireless

applications such as communications, radar, and measurement position-

ing.

� UWB technology in communications

Communication applications can be divided into two areas: low and
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Figure 1.2: The EIRP limits for UWB systems in indoor environments are set by the
FCC [1].

high data rates [23]. Both require low power and high capacity,

which are typical features of UWB technology. Using UWB and

RF techniques with large available bandwidth, UWB communication

channels have become feasible.

� UWB technology in positioning

Including UWB technology for locating indoor environment, and

for detecting and locating in non-destructive mediums, many ad-

vanced techniques and technologies have been introduced for indoor

positioning with the high accuracy and reliability. However, these

technologies still face many challenges depending on environmental

factors and technological limitations.

Radio frequency (RF)-based positioning technologies have many ad-

14



vantages over the others [24] which use ultrasonic [25], optical [26]

and infrared devices [27]. Both RF narrow band and wide band sys-

tems have been implemented for short-range/real-time indoor posi-

tioning systems. RF technologies are often used because they have

the good ability of penetration, a large coverage area, and reduced

hardware costs. In RF technologies, UWB technology has emerged

as a viable candidate for pinpointing the position because UWB sig-

nals can be used to measure distances with centimeter errors due to

the high resolution [28].

In addition, the high-speed data transmission is possible for the

ultra-wide bandwidth of the UWB signals. In contrast, the lim-

ited channel capacity of narrow band systems leads to unreliability

and poor signal quality. Meanwhile, the impulse radio UWB tech-

nology (IR-UWB) is one of the common physical layer transmission

techniques using the base band propagating UWB pulses with a very

narrow pulse (nanoseconds) [29]. The positioning system is based on

IR-UWB technology for high accuracy, low complexity implementa-

tion and longer battery life, making it a better and more economical

option in many applications [30] [31].

� With the material penetration ability of electromagnetic waves, UWB

technology can be used in positioning buried objects in non-destructive

environments such as in dry ground, concrete, etc. or used to check

the perfection of structures such as bridges, pillars, aircraft wings,

fuselages, and so on. The research scope of the thesis focuses on

15



UWB signal processing methods to increase the resolution in locat-

ing buried objects in non-destructive structural environments such

as dry sand, bricks, etc.

1.1.2. UWB technology for measuring the distance and positioning buried
objects

Impulse 

Generator

Tx Rx

Display

Signal 

Processing

UWB transceiver

s(t) r(t)

ε 

Figure 1.3: The principle of measuring and positioning buried objects with the UWB
system.

A system using UWB technology for measuring the distance and po-

sitioning buried object is illustrated in Fig. 1.3, where ε is the relative

permittivity (dielectric constant) of environment. s(t) denotes the trans-

mitted pulse signal, and r(t) is the received signal with:

r(t) =
∑
i

ri(t) +
∑
k

rkob(t) + n(t), (1.4)

ri(t) =AiA(di)s(t− τi), (1.5)

rkob(t) =AkobA(dk)s(t− τkob), (1.6)

where ri(t), Ai represent the reflected signal and the reflection coefficient

from the boundary between the ith layer and (i− 1)th layer, respectively;
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A(di) is the attenuation of amplitude respect to the penetrated distance

di; τi is the delay time of UWB pulse, also called as the propagation or

traveling time. rkob(t), Akob and τkob are the reflected signal, reflection

coefficient at the surface and the traveling time of rkob(t) from the kth-

buried object, respectively. n(t) represents the additive white Gaussian

noise (AWGN).

In the UWB system, s(t) is generated based on Gaussian [32] or Her-

mite [33] functions and their derivatives. The Gaussian type is mathe-

matically described by Eq. (1.7) [34] and shown in Fig. 1.4. Comparing

Figure 1.4: The Gaussian pulse shapes.

to Gaussian pulses, the Hermite pulse is useful for parallel data trans-

mission with high data rates, however it is hard to achieve in the real

world [35]. Therefore, the UWB signals generated based on Gaussian

pulses are applied in this thesis. A typical Gaussian pulse usually takes

17



the form [32]:

g(t) = Ape
−2π( t

µp
)2, (1.7)

where µp is a factor which influences the amplitude and the width of

Gaussian pulse, also called time normalization factor, the width of a

pulse becomes narrower when µp reduces. The n
th derivative of Gaussian

pulse, named nth-order monocycle, is

gn(t) = Anp

dn

dtn
e−2π( t

µp
)2, (1.8)

The selected Gaussian pulse shape must met FCC requirements about

power and frequency range used and those requirements for the effective

isotropic radiated power (EIRP) of transmitted signals are shown in Fig.

1.5 and the PSD is determined by Eq. (1.9).

|PSDn(f)| = Anp

(
(
√
πfµp)

2

n

)n

e−(
√
πfµp)

2+n (1.9)

According to the pulse shapes in Fig. 1.4 and their PSD in Fig. 1.5,

the UWB signals used in this thesis restricts on the second-order (see

Eq. (1.10)) and the fourth-order (see Eq. (1.11)) Gaussian monocycles;

the remaining pulse shapes are used for comparison.

g2(t) = A2p

[
1− 4π

( t
µp

)2]
e−2π( t

µp
)2, (1.10)

g4(t) = A4p

[
−12π + 96π2

(
t

µp

)2

− 64π3

(
t

µp

)4]
e−2π.

(
t
µp

)2

. (1.11)

1.1.3. Modulation techniques for the UWB signals

A sequence of UWB signal pulses can be generated by Gaussian pulses

(commonly referred to as IR-UWB single pulse) or modulated accord-

ing to different modulation types. General modulation techniques used
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Figure 1.5: The PSD of the different derivatives of Gaussian pulses.

for UWB signals include pulse amplitude modulations (PAMs), On-Off

Keying (OOK), and pulse position modulation (PPM) [36]. In addition,

using time hopping sequence (TH) to create TH-PPM, TH-BPSK signal

types [2]; direct sequence UWB (DS-UWB) [37] or designing a generator

circuit which generates the 4-th and 5-th order derivatives of Gaussian

pulses in TH-QPSK system [38] are also used. Each modulation tech-

nique has a different application range, the choice of suitable modulation

configuration not only increases the efficiency of the system implemen-

tation, maximizes the benefits of ultra-wide bandwidth, but also reduces

the complexity of the system.

The forms of IR-UWB, TH-PPM, TH-BPSK, and DS-UWB signals
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are described in the Eqs. (1.12) to (1.15) and shown in Fig. 1.6.

sIR(t) =
√
P

Np∑
i=0

g(t− iTr), (1.12)

sTH−BPSK(t) =
√
P

Np∑
i=0

pig(t− iTr − ciTc), (1.13)

sTH−PPM(t) =
√
P

Np∑
i=0

g(t− iTr − ciTc − piTPPM), (1.14)

sDS(t) =
√
P

Np−1∑
i=0

pig(t− iTc), (1.15)

where P , Tc, pi are the transmit power, chip width, and i−th component

IR-UWB signal

TH-BPSK-UWB signal

TH-PPM-UWB signal

DS-UWB signal

Figure 1.6: The shapes of modulated UWB signals with PN sequence of 1010011 and
the 4th-order Gaussian pulse.

of a pseudo random noise (PN) sequence with the length of Np (Np also

is the number of transmitted pulses with IR-UWB signal), respectively;

g(t) is Gaussian pulse; Tr is the repetitive period of the pulse; pi ∈
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{1,−1} with TH-BPSK UWB signal and pi ∈ {0, 1} with TH-PPM

UWB signal; and TPPM is the time shift associated with PPM signal; ci

represents the TH code. In communications technology, pi in TH-PPM

and TH-BPSK is data bit; while in the positioning application, pi is the

component of the PN sequence, which is used to change the timing of the

corresponding UWB pulse. The PN sequence is typically generated by a

Linear Feedback Shift Register (LFSR), also known as a Linear Sequence

Shift Register [39]. The TH code is also pseudo random sequence, so it

is also denoted by the PN sequence.

In the distance measurement systems using UWB technology, for im-

proving the processing time and reducing the mean distance measuring

error, the UWB modulated signals are used. Besides that, the spreading

sequences play an important role in determining the penetrating dis-

tance of UWB system because they decide the properties and ranging

performance of the system. The errors of estimated distance becomes

smaller as the length of the PN sequence used in the UWB system in-

creases [40], [41]. However, with a longer PN sequence length, the pro-

cessing of distance estimation algorithm takes longer time. Hence, the

PN sequence length should be changed in accordance with the detectable

distance to optimize the processing time of the system.

1.2. The UWB system model used for investigating and posi-
tioning buried objects

Various systems are used in positioning such as the Global Positioning

System (GPS) [42], the indoor location system [43], etc. To detect buried
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objects in environments such as underground, brick, concrete, etc., pene-

trating radar systems are used very commonly. The investigated environ-

ments are classified into homogeneous and heterogeneous environments.

A homogeneous medium is understood here as a single-layer with the

constant relative permittivity, or in other words, the wave-propagation

velocity in this medium is constant. A heterogeneous medium is one

with many layers of different dielectric constants and wave propagation

velocities. An illustrative example of a homogeneous and heterogeneous

medium is shown in Fig 1.7. In this figure, di, εi are respectively the

depth and the relative permittivity corresponding to the ith layer, and

Layer 0 is free space with ε = 1.

In addition, the receiving (Rx) antenna is placed beside the trans-

mitting (Tx) antenna in a monostatic radar configuration [42][43]. The

monostatic configuration means the transmitting and receiving antennas

are the same, or are aligned along the perpendicular to the surface of

the probed region. The transmitting and receiving antennas are located

close to each other and should be ensured a high electromagnetic decou-

pling between antennas. The reflection from the surface of the border of

transmitter and medium to the receiver is easily eliminated by placing

transceiver antennas close to the surface of the environment. Accord-

ingly, the reflected signals from the surface was rejected during the signal

processing, only the reflected signals with the time delay after that was

considered.

To describe the distance measurement procedure, let us consider a

UWB system model with a homogeneous environment as illustrated in
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Figure 1.7: The homogeneous (a) and the heterogeneous (b) mediums

Fig. 1.8. In this model, the UWB pulse is modulated by a PN sequence.

With the IR-UWB signal, the PN sequence are not used.

The transmitted signal s(t) goes through an environment with the

relative permittivity of ε. The reflected (scattered) signals from the

buried object are captured by the receiving antenna. Both the Tx and

Rx antennas are directional to maintain an illumination area that is

smaller than the transverse area of the buried object.

The distance can be estimated by the delay (traveling) time denoted

by τ and calculated from the maximum value of R(τ):

R(τ) =

∞∫
−∞

r(t)ω(t− τ)dt. (1.16)

ω(t) is the reference signal at the receiver which is g(t) with IR-UWB

and TH-BPSK UWB [44], g(t)− g(t− TPPM) with PPM and TH-PPM

UWB [45]. So the traveling time is:

τ = Argmax
τ

{R(τ)}. (1.17)
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Figure 1.8: The block diagram of the distance estimation configuration using UWB
technology.

Because the traveling time of signal is twice propagation time from

the transceiver antenna to the buried object, hence the depth d is given

by [46]:

d =
cτ

2
√
ε
. (1.18)

The waveform and cepstrum (results from taking the inverse Fourier

transform (IFT) of the logarithm of the estimated spectrum of a signal

[47]) of the received signal can be shown in Fig. 1.9.

For each distance value of d, PN sequence has an optimal length de-

noted as Nopt. The optimum criterion here is the minimum length of the

PN (TH) sequence while ensuring that the error of estimated distance is

within allowed ranges. The method of determining Nopt is proposed in

research [C2] and is named the adaptive length of the ranging distance,
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Figure 1.9: The received signal waveform (a) and cepstrum (b).

or called the linear searching method and shown in Fig. 1.10.
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Figure 1.10: The algorithm of searching PN (TH) sequence length and estimating
distance.

The searching is started with the shortest sequence (length of PN

sequence equal three) and increase the length one-by-one. The maximum

value of the correlation function RN(τ) is calculated according to the
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length of the PN sequence, τ , and compared with the threshold value

Rth which is set with a false alarm probability of 0.01 of radar system [48].

This threshold value is calculated by the depth of buried object (usually

using the ideal value of the correlation function). If the maximum value

of RN(τ) is larger than Rth, the estimation of delay time τ̂ is obtained

as below.

τ̂ = argmax
τ

{RN(τ)}, (1.19)

Otherwise, the comparison procedure resumes with a longer PN sequence

and newly transmitted signal sDS(t). Once a delay time is calculated, the

depth d̃ of buried object is estimated according Eq. (1.18). To achieve

a more accurate distance estimate, the standard deviation δd of the K

distance estimates is compared with a certain threshold δth (δth is chosen

equal to 2% the maximum detectable range [49]). If δd is less than δth,

the final distance estimate d̂ and the minimum length of PN sequence are

determined; otherwise, the searching process is repeated with increasing

m by 1.

This PN sequence are used to modulate the transmitted signal, and

to determine the depth of buried object. By using the PN sequence with

minimum length, the data processing time of system can be reduced.

The results of the calculation of the PN sequence length according to the

penetration depth of the UWB signal with the investigated medium as

sand dry are shown in the Fig. 1.11. In addition, to increase the accuracy

of distance estimation in a homogeneous environment, a variable impulse

width method for the IR-UWB penetrating system is proposed in [J1]
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Figure 1.11: The spreading sequence length according to the penetration depth in
the sand dry environment.

and the results are illustrated in Fig. 1.12.
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Figure 1.12: The width of impulse (a) and the bandwidth (b) according to the inves-
tigated distance
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1.3. Evaluation of positioning systems using UWB technology

The performance of the positioning UWB systems is evaluated based

on the positioning error. This error is estimated by averaging the abso-

lute differences between the estimated result and the actual value of the

penetrated distances, and has the form:

∆d =
1

K

K∑
k=1

| d̂k − d0 |, (1.20)

where d̂k is the estimated distance calculated from the traveling time

corresponding to the kth transmitted pulse, and d0 is the actual distance,

K is the number of the transmitted pulses. In addition, the relative error

is often used to evaluate the accuracy of measurements, and is defined

as follows.

δd(%) =
1

K

K∑
k=1

| d̂k − d0 |
d0

× 100%. (1.21)

An example of a comparison between the UWB signal types used to

measure the same distance in a homogeneous medium with a dielectric

constant of ε = 2.5 (dry sand) [50] is shown in Fig. 1.13. In this figure,

the relative errors of estimated distances in the DS-UWB with a suitable

PN sequence are less than 5% of the actual distance. For example, the

average error is about 0.042 m at the depth of 5 m. In comparison

with the IR-UWB system, the DS-UWB and TH-BPSK system are more

accurately detect the received signal for multiplication of impulses by PN

sequence. As a result, the average of the estimation errors in DS-UWB

and TH-BPSK systems is smaller than IR-UWB ones.
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Figure 1.13: The errors of estimated distances of the different UWB systems.

In the following chapters of the thesis, UWB signals are applied to

locate the buried objects in 2-D space. The performance of these systems

are assessed in terms of the positioning error in the same way.

1.4. The related works

UWB is an effective technology in both high-speed communications

and high-resolution measurements. UWB-based measuring techniques

used to resolve three main purposes: propagation distance determina-

tion, non-destructive evaluation, and the buried object location. The

thesis focuses on researching UWB applications in measuring distance

and locating buried objects by non-destructive techniques.
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1.4.1. The related studies abroad

Research and development in the domain of UWB technology [51],

especially for target data collection, accurate locating, and tracking ap-

plications, have been received great interests in the recent years [52].

With the high spatial resolution ranging, the UWB-based penetration

system is one of the potential candidates for the non-destructive test-

ing (NDT). There are many systems of locating and detecting buried

objects, in which the most popular one could be penetrating radar sys-

tems; for example, the ground penetrating radar (GPR) [12] [13]. Some

other methods are also used for locating underground buried objects

likes magnetic flux leakage [10], acoustic methods [6], [7], laser Doppler

multi-beam differential vibration sensor for acoustic detection of buried

objects [53]. To make the identification of targets much easier, the ma-

chine learning method using sparse whitened non-negative matrix fac-

torization [54] can be used. Furthermore, the positioning accuracy is im-

proved by using a model of 2-D reduction convolutional neural networks

with unsupervised score-based bounding box regression combined with

a non-maximum suppression algorithm [55]. In addition, with underwa-

ter medium, the detection of buried objects in shallow sea with large

bandwidth and low frequency electromagnetic waves proposed in [56]

can overcome the limitations of acoustic waves and blue-green lasers.

The resolution and detection distance of the non-destructive tech-

niques which are used in the penetrating systems strongly depend on the

signal shapes, the system bandwidth, and the material of the buried ob-

30



jects (plastic or metal) as well as information of environmental properties

(relative permittivity). In the above mentioned systems, the UWB GPR

systems have been applied extensively to detect the subsurface objects,

locate buried pipes and utility installations in the construction indus-

try [57], [58], [19], and investigate concrete structures for determination

of reinforcing bar locations, air voids, and the quality of concrete [59],

etc. The distance and position of buried objects can be determined by

the UWB GPR in a short-range based on processing scanned images and

measuring the reflected signals. Hence, the performance of UWB GPR

system depends mainly on the method of the received signal process-

ing. They can provide a high image resolution and efficient data pro-

cessing when using reverse domain conversion techniques [60], or using

wide band chaotic signals based on time domain correlation and back-

projection algorithm [61], or other methods depending on the purpose

of measuring distances or non-destructive testing, or positioning buried

objects.

For the purpose of measuring the propagation distance, techniques for

determining distance between radiating objects in multi-path wireless

power delivery environments were proposed in [62]. In addition, to in-

crease the accuracy, various modulation techniques were used for UWB

signals such as PAMs, OOK, PPM [36], TH-PPM, TH-BPSK [2] and

TH-QPSK [38]. Each modulation technique has a different application

range. A simple peak detection based on a non-coherent UWB receiver

was proposed in [63] for low data rate wireless sensor networks (WSN)

and IoT applications. This approach has improved receiver performance
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with TH-PPM UWB signals. Furthermore, to reduce the complexity

of the TH-UWB receiver, in [64], a channel shortening equalizer design

method was proposed based on an eigen filter using a new objective func-

tion, whereby the proposed system has dramatically reduced the power

of channel impulse response, spectral distortion, multi-access interfer-

ence and noise power, etc. Therefore, different UWB signal modulation

types have considerably affected the quality and application of the UWB

system.

In those modulation techniques, the PPM technique is one of the

widely used configurations in UWB systems. Studies on UWB-PPM

in wireless communication networks mainly focus on solutions to re-

ducing the conflicts in multi-user access systems. For example, Zhao

in [65] proposed an M-ary PPM modulation configuration for the UWB

(M-PPM) system indicated that this system has significantly improved

performance compared to systems using direct spreading sequences in

the environments with a low signal to noise (SNR) ratio. In [66], Vinod

Venkatesan et al. proposed the application of a direct spreading se-

quence with the optimized UWB-PPM technique for multi-access sys-

tems. Their method reduced the impact of multi-access interferences

(MAI) as well as significantly reduced the floor error compared to the

orthogonal signal configuration at a large SNR ratio. In addition, several

studies on improving the quality of the receiver for UWB-PPM signals

presented in [67] [68] [69]. The combination of PPM symbols and time

of arrival (TOA) estimation algorithm using the Sub-Nyquist IR-UWB

signal in the IR-UWB device was discussed in [70]. Turbo codes for
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PPM-IR UWB signals to improve the PSD power signal density [71],

and randomizing the pulses to improve the UWB system [72] were pro-

posed. In the thesis, the UWB-PPM technique with an optimal time

shift was proposed for the penetration system to increase the detection

capability and the accuracy in measuring distance and positioning buried

objects.

For testing purposes, material penetrating systems using UWB tech-

nology to examine non-destructive environments were discussed in [73],

[74], the results indicated that these system can detect imperfect struc-

tures of metal. Furthermore, the estimation of the layer’s thickness based

on the processing of the GPR’s data with the optimized techniques (such

as neural networks) was discussed in [75], [76].

For locating purposes, UWB indoor positioning systems were pre-

sented in [30], [77], [43] to exploit two-way flight time for the distance

determination. As a result, the transceiver location based on Pozyz in-

ner algorithm with a range accuracy of 320 ± 30mm was computed [77].

The UWB and IEEE 802.15. 4 radios with nonlinear Bayesian filters can

be used to estimate distances and position nodes by RSSI in WSN net-

works in [78], [79]. In the range-based localization systems, the position

of a sensor node can be estimated by using lateration, or trilateration, or

multilateration technique [80], [81]; however, these techniques are not ap-

plicable to locate buried objects in penetrating systems. In underground

environment, to locate personnel in coal mines, the time difference of

arrival (TDOA) algorithm was proposed for the UWB wireless sensor

network in [82], and this system can achieve high-precision positioning
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in real-time. The existence of the buried object can be detected using the

GPR scan [83], [13] or combined with the spectral analysis of the radar

data [84]. In [3], buried object characteristics (the depth, thickness, and

frequency-dependent permittivity) were determined by measuring the

reflection coefficient with the buried object using the mean square error

(MSE) method.

1.4.2. The domestic studies

In Vietnam, there are several studies on through-wall radar imaging

of Tang el al in [85], [86]. In these papers, in order to process and

reconstruct received images for wall clutter mitigation, a sparse Bayesian

learning [85] and a matrix completion [86] were proposed. In fact, the

authors worked with the received images and their methods aimed to

improve quality of the received scenes. That can be considered as a

final step of signal processing. In addition, the Faster-RCNN framework

for the detection of underground buried objects (hyperbola reflections)

in B-scan GPR images was proposed in [87]. Due to the lack of real

data for training, their method used radargrams simulated from different

configurations using the GPRMax toolbox and could provide significant

improvements compared to classical computer vision methods. Besides,

the solution to extend the bandwidth for antennas used in GPR systems

was proposed by Vo Chung Ha et al. in [88], with the use of the proposed

antenna’s structure, the bandwidth of GPR system is extended at 900

MHz.

Further more, to the best of my knowledge, I have not found any other
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research groups in Vietnam which study on the properties of investigated

medium (soil, concrete) using radio waves.

1.4.3. Research objectives of the thesis

From the above analysis, when using UWB technology for measuring

distance, non-destructive testing, positioning buried objects, it is the

most important to develop a suitable signal processing method for the

improvement of system performance.

The thesis focuses on the methods of processing UWB signals for

measuring distances and locating buried objects. Distance measuring

techniques in free space such as RSSI and TOA were proposed for mea-

suring the penetration depth with penetrating UWB systems in [C1],

[J1]. In [J1], the solution of changing the impulse width of the UWB

signal adaptively with the investigated depth was proposed. In addi-

tion, to increase the accuracy of penetration distance measurements, the

system using DS-UWB signal with a variable PN sequence length was

proposed in [C2]. These researches were applied for the homogeneous in-

vestigated environments. With the heterogeneous environments, in order

to increase the ability of accurate detection of the reflected UWB signal

and thereby increase the accuracy of distance estimation, a UWB PPM

technique with an optimal additional time shift, called UWB-PPM-ATS

was proposed in [J4].

For the positioning purpose, in the methods based on radar image

processing, the images of underground objects heavily depend on the

propagation velocity or the relative permittivity of medium. Hence, in
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signal processing of these systems, to increase the accuracy, the determi-

nation of the relative permittivity of the environment is necessary, but

the relative permitivity cannot be determined only based on the images.

Using the MSE method, the frequency-dependent permittivity can be es-

timated, however, the convergence of MSE algorithm is highly dependent

on the chosen adaptation step. Moreover, in the case of a heterogeneous

medium with multiple layers, the estimation of the reflection coefficient

is very complicated.

Different from previous studies, the thesis proposed two estimation

methods: the correlation function separation technique (CFST) com-

bined with Levenberg-Marquardt algorithm for locating nearby buried

objects in the homogeneous medium and UWB pulse shifting technique

(UWB-PST) for locating the multi-buried objects in the heterogeneous

medium. The CFST method can be used to locate and distinguish the

adjacent buried objects and improve the resolution of the penetrating

systems [J5]. Also, with the UWB-PST proposed in [J3], the accuracy

of locating multi-buried objects in heterogeneous environments is signif-

icantly improved.

In summary, the thesis proposed novel UWB signal processing meth-

ods applied for IR-UWB and modulated UWB signals to increase the

accuracy of measuring penetration distance and locating buried objects.

The proposed methods were used in positioning a single and multiple

buried objects in the homogeneous, and heterogeneous environments.

The results of the proposed methods were performed by mathemati-

cal analysis and simulation using Matlab software. The performance of
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proposed systems are evaluated by the positioning errors in compari-

son with the actual values and with conventional systems. Furthermore,

these methods can be used for non-destructive testing to determine the

quality, integrity of materials, probing a wall with different layers of

construction materials, and locating buried objects such as detecting

the locations of underground cables, water pipes, etc.

1.5. Summary

This chapter presents background knowledge of UWB technology,

methods of generating UWB signals, advantages and disadvantages of

UWB technology, and the model of a penetrating UWB system used for

measuring the distance. In particular, it presents a comprehensive review

of recent researches on UWB and buried object positioning methods, and

outlines some challenging issues that promote the contributions of this

work in the subsequent chapters. The research objectives and methods

in the thesis are also presented in this chapter.
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Chapter 2

DETERMINATION OF THE PROPAGATION DISTANCE
USING UWB PENETRATING SYSTEM

To determine the propagation distance using electromagnetic waves,

the parameters related to the distance between the target and the transceiver

such as the time of arrival (TOA), the angle of arrival (AOA), receiver

signal strength indicator (RSSI), etc. need to be calculated. In addition,

the distance also can be determined based on the channel model [89],

and the Friis transmission equation [62]. In the propagation environ-

ments like free space, indoors, the distance measuring methods based

on TOA, AOA, RSSI provide a high accuracy [90]. However, for other

transmission mediums such as soils, concrete, etc. due to the dielectric

characteristics of the transmission medium, the AOA based method is

difficult to be applied, and TOA and RSSI based methods can be applied

with certain assumptions about environment.

The method of determining propagation distances in a well-known

characteristic medium was presented in Section 1.2. However, in many

practical applications, the penetrating system operates with a prior un-

known environment. The methods of determining distances in an un-

known homogeneous environment by RSSI and TOA, and localizing ob-

jects by the nonlinear estimation method Gauss-Newton are described

in detail in this Chapter. In addition, to increase the accuracy in de-

38



termining distances in heterogeneous environments, an enhanced pulse

position modulation technique for UWB signal, called UWB-PPM-ATS

was proposed. The results in this chapter were presented in the papers

[C1], [J2], [J4].

2.1. Analysis of a UWB penetrating system

Consider a detection and localization system using UWB technology

illustrated in Fig. 2.1. The investigated medium is heterogeneous with
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Figure 2.1: The penetrating UWB system.

three layers, whose thickness and relative permittivities are d1, d2, d3 and

ε1, ε2, ε2, respectively. The penetrating system operates by transmitting

UWB signals into the investigated medium and receiving the reflected

pulses as they encounter discontinuities. The discontinuity could be a

boundary or interface between materials with different dielectrics or it

could be a subsurface of the buried object. As seen in Fig. 2.1, the
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UWB signal propagates from point A → B → C → D and reflected

backwards from D to A, and the propagation distance of the signal equal

to 2(AB + BC + CD). The strength of the received signals or their

corresponding arrival times can be used to calculate the location of the

discontinuity (layer thickness and the position of buried object). This

section solves the first problem in positioning technique: determining

the transmission distance which is the thickness of the layers in the

investigated environment.

In Fig. 2.1, the transmitted signal is a sequence of UWB pulses, which

are IR-UWB pulses s(t), takes the form:

s(t) =
√
P

N−1∑
i=0

g(t− iTr), (2.1)

where g(t) is the impulse signal (Gaussian monocycle) with repetition

period Tr, and P is the transmitted power of the impulse. The trans-

mitted waveform is normalized as bellow.

Bs

∞∫
−∞

g2(t)dt = Bs

∞∫
−∞

|G(f)|2df = 1, (2.2)

with Bs is the occupied bandwidth of the waveform and G(f) is the

Fourier transform of g(t). In general, the received signal r(t) is presented

as in Eq. (1.4).

In this model, any distorted effects that antennas and channels intro-

duce in UWB communication are removed from consideration. Based on

the parameters of the received signal, the propagation distance can be

determined based on the value of traveling time or RSSI as indicated in

Fig. 2.2. In the procedure of distance estimation, if the traveling time
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Figure 2.2: Block diagram of distance estimation procedure in the UWB system.

is used, the received signal is fed to the Correlator to calculate the time

delay and estimate the distance; and if RSSI is used, the received signal

is fed to the Measured RSSI and the distance is estimated.

2.2. Determination of the propagation distance based on RSSI

2.2.1. Evaluation of RSSI ranging performance

In the penetrating system, the propagation distance is the distance

from the transceiver to the buried object with the homogeneous medium,

and is the sum of propagation distances through the layers with the

heterogeneous medium (see Fig. 2.1). Those distance are estimated by

RSSI as follows.

d =
1

2
× 10

(
PTx−RSSI

10η

)
[m]. (2.3)

where PTx[dBm] is transmitted power, the factor 1/2 for the case of the
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transmit and receive antennas at the same location, so that the distance

from the transmitter to the discontinuity point and then reflected back

to the receiver is twice the actual distance from the transceiver to the

buried object.

According to Eq. (2.3), the value of d is completely determined if η is

known. The error of estimated distance depends on the estimated value

of η, which is denoted by η̂, and is calculated as follows.

ed = d̂− d =
1

2
× 10

(
PTx−RSSI

10η̂

)
− d[m]. (2.4)

The relation between the error of estimated distance with η̂ is as shown

in Fig. 2.3, where the actual value of d is calculated for η = 3 and

PTx = −5.4 [dBm] [91]. Fig. 2.3 indicates that the error of estimated

distance depends on the distances d and η̂, when η̂ is lower than η, the

negative range errors occur and vice versa. In order to obtain |ed| < 5cm

at the range of 80 cm, η has to be estimated with an accuracy of ±0.5.

Hence, the accuracy of path loss exponent estimation is very important

for more accurate distance estimation.

The propagation distance and the path loss exponent η of the trans-

mission medium are estimated by the Gauss-Newton algorithm.

2.2.2. Gauss-Newton method

The Gauss-Newton method is used to estimate the path loss exponent

and the location of the buried object by using RSSI. To describe the

Gauss-Newton method, let us consider a scenario with a circular buried

object with radius R in a homogeneous environment with the path loss
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Figure 2.3: The error of estimated distance according to different values of η̂ for
specific distances d from the buried object to the UWB transceiver.

exponent η as shown in Fig. 2.4. In this figure, the position of buried

object is defined by coordinates of (Zob, d1), and (Zob, d2) in the 2-D

space, Zob is the coordinate at the center of the object, and the radius is

R = (d2 − d1)/2. The transceiver antennas is set at position of (ZDe, 0).

To determine the path loss exponent and the location of buried object,

the UWB transceiver transmits and receives UWB signals while moving

along the Z-direction, and measures the RSSI in each movement step.

The propagation distance is determined by RSSI as explained in previous

section. Its value depends on the position ZDe of the device and is
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Figure 2.4: A scenario with a circular buried object.

denoted as d(ZDe) can be approximately equal to:

d(ZDe) ≈
(
d1
d2

√
d22 + (ZDe − Zob)2

)
, (2.5)

The parameters Zob, d1, d2 and η of the system in Fig. 2.4 are assigned

as elements of the vector r = (Zob, d1, d2, η), and estimated so that the

deviation function reaches the minimum value, that is:

r̂∗op = argminr

{(
d− d̂(ZDe, r̂)

)2}
, (2.6)

where r̂ = (Ẑob, d̂1, d̂2, η̂), and d̂(Zob, r̂) is given by:

d̂(ZDe, r̂) ≈
d̂1

d̂2

√
d̂2

2
+

(
Zob − ẐDe

)2

. (2.7)
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From Eqs. (2.3) and (2.7), Eq. (2.6) is rewritten as follows.

r̂∗op = argmin
r

{
1

2
× 10

PTx−RSSI(ZDe)
10η̂ − d̂1

d̂2

√
d̂2

2
+

(
Zob − ẐDe

)2}2

. (2.8)

The cost function is defined as:

E(r̂) =
N∑
i=1

{
1

2
× 10

PTx−RSSI(ZDei)
10η̂ − d̂1

d̂2

√
d̂2

2
+

(
Ẑob − ZDei

)2}2

, (2.9)

where N is the number of movements of the device (number of RSSI

measurements). The value of vector r̂∗op can be estimated by the Gauss-

Newton method with the calculation steps as follows.

Step 1: Initialize parameters

The elements of vector r are assigned to any non-negative value (usually

zero values).

Step 2: Update the parameter values

In each iteration, the value of vector r is updated as:

r̂k+1 = r̂(k) +∆(k), (2.10)

where:

∆(k) =

(
JTJ

)−1

JTE(r̂(k)), (2.11)

J is the Jacobian matrix:

J =

[∂E(
r̂(k)

)
∂d̂1

,

∂E

(
r̂(k)

)
∂d̂2

,

∂E

(
r̂(k)

)
∂Ẑob

,

∂E

(
r̂(k)

)
∂η̂

]
. (2.12)

Step 3: Check the stop condition

If the cost function has the minimum value, the algorithm stops and

produces the estimated results. Otherwise, the algorithm repeats from

Step 2. The Gauss–Newton algorithm may converge slowly or not at
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all if the initial guess is far from the minimum [92]. Therefore, for any

initialization value, the estimated results are obtained after a certain

number of iterations.

The parameter for Matlab simulation is summarized as follows. The

center frequency and bandwidth of UWB system in this case are 5 GHz,

∆F = 2 GHz, respectively. The transmitted power of the selected system

is -5.4 dBm [91]. The Gauss-Newton method was used to estimate the

path loss exponent and location of the buried object by using RSSI and

TOA of reflected signals. The simulation results are obtained after 50

iterations, and shown in Table 2.1 (including absolute and relative errors

calculated by the Eq. (1.20)) and Fig. 2.5. The errors of the RSSI and

TOA-based method are calculated by Eq. (1.19). These errors include

the error in the calculation of RSSI (or TOA) and the Gauss-Newton

method error.

Table 2.1: Comparing the estimated results of penetrating UWB system using RSSI
and TOA method.

Parameter Actual RSSI-based TOA- based Error of Error of

value method method RSSI method TOA method

η 3 3.3568 2.9959 0.3568 (11.9%) 0.0041 (0.2%)

d1 [m] 0.5 0.4384 0.4713 0.0616 (12.3%) 0.0287 (5.7%)

d2[m] 0.6 0.6923 0.6551 0.0923 (15.4%) 0.0551 (9.1%)

R[m] 0.05 0.1270 0.0919 0.077 (152%) 0.0419 (8.4%)

Zob [m] 0.6 0.6830 0.6532 0.083 (13.8%) 0.0532 (8.9%)

According to Table 2.1 and Fig. 2.5, it can be seen that by using

the Gauss-Newton nonlinear estimation method for the RSSI and TOA

of the penetration UWB system, the path loss exponent of propagation

medium and the location of the buried object can be determined. The
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Figure 2.5: The estimated values by RSSI and TOA.

simulation results are in accordance with the evaluation of RSSI and

TOA-based methods to determine the propagation distances in free space

in [90]. In addition, due to low cost, low power consumption and simple

hardware, the development of RSSI method is simpler and unnecessary

to strictly synchronize as for TOA method. However, RSSI should be

applied to short distance, and the dry and homogeneous investigated

environment because the UWB signal attenuates rapidly.

The distance estimation based on RSSI and TOA methods is ap-

plied to the homogeneous medium. However, with the heterogeneous

medium, the reflected UWB signal’s shapes are significantly changed
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compared with the transmitted signals. Besides, in the multi-path trans-

mission environment, the difficulty in distance measurement is due to

the fact that many incoming reflection paths in different time periods

affect the estimation of TOA parameter. In order to accurately estimate

TOA parameter, the first incoming signal path was used to determine

TOA [93] [21]. In additional, to increase the ability of the correct detec-

tion of the reflected UWB signal, modulation techniques for the UWB

signal are applied, including the pulse position modulation UWB-PPM.

The PPM modulation is widely applied to the UWB system, in commu-

nication, PPM means the pulse position carries the information trans-

mitted. However, in distance measuring and positioning UWB-PPM

systems, to create the UWB-PPM signal, the UWB signal is modulated

by the PN sequence. The accuracy of UWB-PPM positioning system

depends significantly on the system parameters, such as pulse shift, the

movement of device, investigated distance, etc. Hences, to improve the

accuracy of UWB-PPM system, the pulse position modulation technique

with an optimal pulse shift is proposed. This technique is described in

detail in the Section 2.3.

2.3. Proposal of UWB-PPM with an additional time shift

The conventional UWB-PPM signal is given as in Eq. (2.13) with pi

being the ith component of a PN sequence, and pi ∈ {0, 1} .

s(t) =
N∑
i=1

g(t− iTr − piTPPM), (2.13)

with Tr is the repetitive period of the pulse, and TPPM is the time shift

associated with PPM signal.
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It can be seen that the time shift TPPM directly affects the quality

of UWB-PPM systems, the performance of system can be improved by

selecting the appropriate value of the time shift. In order to increase the

accuracy of the distance estimation by using the UWB-PPM system, the

time shift in the UWB-PPM scheme should be selected so that the ability

of correct detecting the reflected UWB pulse is the best. To accomplish

this task, in UWB-PPM systems with the invariant time shift TPPM,

this time shift is adjusted with a certain time constant to achieve its

optimal value. The optimal value of TPPM is known as the value at which

the UWB-PPM system gives the smallest error of distance estimation.

Hences, a UWB pulse position modulation with the additional time shift

(UWB-PPM-ATS) technique is proposed to improve the accuracy of the

UWB system. In the proposed technique, the pulse position is changed

with a time constant denoted by ζ. The signal of UWB-PPM-ATS is

given as:

s(t) =
N∑
i=1

g(t− iTr − pi(TPPM + ζ)), (2.14)

The sign ’+’ in Eq. (2.14) means the algebraic additions so ζ can take

either positive or negative values. The effect of ζ on the quality of the

system will be evaluated later.

Examples of the conventional UWB, UWB-PPM and UWB-PPM-

ATS signal shapes are illustrated in Fig. 2.6. This figure shows a UWB

signal modulated by PN sequence with 7 samples of 1001110, it adopts

the fourth derivative of the Gaussian function g4(t). Whereby, when the

value of pi is 0, the transmitter sends out a pulse g40(t) as the original
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Figure 2.6: Pulse position of modulated UWB signal with PN=1001110.

pulse (without any change from the un-modulated pulse), when the value

of pi is 1, the transmitter sends out a pulse g41(t) which is the original

pulse with a time shift of TPPM. For the proposed UWB-PPM-ATS, the

new shift level is set to (TPPM + ζ) instead of the normal TPPM time shift.

2.3.1. Distance estimation procedure

The propagation distance is estimated based on the correlation func-

tion by Eq. (1.16). With the conventional UWB-PPM scheme, the tem-

plate waveform at the receiver is g4(t)− g4(t− TPPM), and in the UWB-

PPM-ATS scheme, the template waveform is g4(t) − g4(t − TPPM − ζ).
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The correlation of those scheme is:

R0(τ) =

∞∫
−∞

r(t)

[
g4(t)− g4(t− TPPM)

]
dt, (2.15)

R1(τ) =

∞∫
−∞

r(t)[g4(t)− g4(t− TPPM − ζ)]dt. (2.16)

The autocorrelation function of the fourth-order Gaussian monocycle

denoted by RG4(τ) is defined as the following:

RG4(τ) =

∞∫
−∞

g4(t)g4(t− τ)dt. (2.17)

So

R0(τ) =RG4(τ)−RG4(τ − TPPM), (2.18)

R1(τ) =RG4(τ)−RG4(τ − TPPM − ζ). (2.19)

The shapes of RG4(τ),R0(τ) and R1(τ) are shown in Fig. 2.7. This

figure indicates the autocorrelation function of the fourth-order Gaussian

monocycle RG4(τ) (a) and correlation functions R0(τ) of UWB-PPM,

and R1(τ) of UWB-PPM-ATS system (b). These functions are compared

together at the value of τ = 0. In the Fig. 2.7 (b), the values of R0(τ),

R1(τ) with ζ = −0.08 ns, and R1(τ) with ζ = +0.08 ns are presented.

It can be observed that the choice of ζ = −0.08 ns makes R1(τ) gets the

maximum value at τ = 0 and this value is greater than R1(0) with the

value of ζ = +0.08 ns, and also R0(0). Thus, the correlation function of

the received signal changes according to the different values of ζ.

From Fig. 2.7 (b) and Eqs. (2.20), (2.21), ζ is selected to adjust the

maximum value of R1(τ) beyond the maximum value of R0(τ). Thus ζ
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Figure 2.7: Correlation functions of the conventional UWB-PPM (a) and UWB-PPT-
ATS schemes with different time shifts (b).

should be chosen so that the value of RG4(τ−TPPM−ζ) is the minimum of

the RG4(τ) function, which denoted by R(τopt) as shown in Fig. 2.7 (a).

At τ = 0, RG4(0) has the maximum value, and at τ = τopt, RG4(τopt) has

the minimum value equal to R(τopt). Therefore, for R1(τ) maximized

at τ = 0, ζ is chosen so that TPPM + ζ = τopt. The variation of the

correlation function with the different values of ζ is illustrated in Fig.

2.8. In this figure, the different values of ζ leads to the different shapes of

the correlation function, the optimal value of ζ in this case is ζopt = −0.08

52



- 0.08

- 0.04

- 0.25

- 0.12

- 0.16

Figure 2.8: Correlation functions with the different additional time shifts.

ns which makes R1(0) obtains the maximum value. When the value of

the ζ increases close to the pulse width (ζ = −0.16 ns, and −0.25 ns

in Fig. 2.8), the corresponding correlation functions do not reach the

global maximum near the value of τ = 0 and its local maximum points

have the values close to the global maximum. This is similar for the un-

modulated UWB signal, and it leads to the higher error of determining

the global maximum point of these functions. Therefore, depending

on the specific parameter configuration of each UWB-PPM system, the

value of ζ should be selected so that R1(0) receives the largest value.

The traveling time and therefore the propagation distance are estimated

by the values of these correlation function (see Eqs. (1.17), and (1.18))

as shown in Section 1.2, Chapter 1.
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2.3.2. Evaluation of the UWB-PPM-ATS technique

The performance of UWB-PPM-ATS technique is assessed by mathe-

matical analysis and Matlab simulation. The UWB-PPM-ATS technique

is compared with other modulation techniques including UWB-OOK and

UWB-PPM according to the accuracy of distance estimation in heteroge-

neous medium. Our trials indicated that the UWB-PPM pulses shifted

by a certain time constant can be used to improve the accuracy of es-

timating the distance. Here, the accuracy of these systems is evaluated

by the average error between estimated distance and the true value as

presented in Eqs. (1.20), (1.21) in Chapter 1:

∆d =
1

K

K∑
k=1

| d̂k − d0 |,

δd(%) =
1

K

K∑
k=1

| d̂k − d0 |
d0

× 100%.

To evaluate the UWB-PPM-ATS system, consider the diagram with het-

erogeneous medium in Fig. 2.1. In this figure, the propagation environ-

ment is assumed to have three layers: sand (dry), sandy soil (dry) and

granite (dry), and their relative permittivities ε1, ε2, ε3 are 2.5, 3, 5, re-

spectively. Those layers are assumed to be dry to reduce the attenuation

of environment, so propagation velocity in those layers are 18.97 cm/ns,

17.32 cm/ns, 13.42 cm/ns, and the attenuation is 0.1 dB/cm [50] with

sand (dry) at the frequency of f = 10 GHz. The UWB-OOK, UWB-

PPM and UWB-PPM-ATS systems are used to estimate the total depth

d = d1 + d2 + d3 when d varies between 0 and 3 m. The performance

of these systems are assessed by the average error between the results
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obtained from the simulations and the actual value of the parameters.

Based on the PSD plot of the Gaussian impulses shown in Fig. 1.6, most

of the numerical results presented in this section are based on analysis

using the fourth-order Gaussian monocycle. An example of the shape

of the correlation function used to estimate the total depth d of UWB-

PPM-ATS system is shown in Fig. 2.9.

d  1

d  2

d  3

Figure 2.9: The correlation values are used to determine distances d1, d2, d3 by the
UWB-PPM-ATS system.

The errors of estimated values are illustrated in Fig. 2.10 for OOK,

PPM and ATS systems with ζ = −0.08 ns and ζ = −0.16 ns.

Observe that the relative error of the UWB-OOK system is about

24%, of UWB-PPM is about 11%, while those of UWB-PPM-ATS with

ζ = −0.08, and -0.16 ns are about 7%, and 13%, respectively. There-
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Figure 2.10: Comparison of distance estimation errors between OOK, PPM and the
proposed UWB-PPM-ATS modulation techniques.

fore, the UWB-PPM- ATS with ζ = −0.08 ns performs better for all

simulated distance values. This can be explained by comparing the cor-

relation functions in Figs. 2.7 and 2.8. It is observed that R1(0) is

significantly greater than R0(0) for ζ = −0.08 ns, and R0(0) is not the

maximum value of R0(τ). Therefore, the average error in the PPM-ATS

with ζ = −0.08 ns is smaller than in the UWB-PPM. However, with

ζ = −0.16 ns, R1(0) is less than R0(0) thus the PPM outperforms the

PPM-ATS. Furthermore, the UWB-OOK is one of the amplitude mod-

ulation techniques, thus it is affected by the transmission environment,

and more difficult to separate the received signal from noise interfer-
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ences in comparison with the PPM techniques which have a constant

amplitude.

The results in Fig. 2.10 indicate that the time shift ζ directly affects

the performance of UWB-PPM systems. The value of (TPPM + ζ) with

suitable value of ζ, the accuracy of the UWB system was improved (such

as ζ = −0.08 ns in this case). Otherwise, with other values of ζ, it is

possible to make the error of distance estimation of the UWB-PPM

system higher than that of the conventional UWB-PPM. Due to the

performance of the UWB-PPM system depends on the selection of the

time shift, a suitable value of ζ must be chosen according to the specific

pulse shape and pulse width employed in a particular UWB application.

2.3.3. Comparison of the computational complexity

The complexity of the UWB-PPM-ATS technique is investigated by

the number of floating point operations (FLOPS) performed for the cor-

relation function in the receiver side. Assume that a FLOP stands for a

real multiplication, a real summation, or a real subtraction. Ignoring the

operations of generating UWB signals, the computational complexity is

evaluated based on the number of FLOPS in Eqs. (2.17) and (2.18), and

illustrated in Table 2.2. In Eqs (2.17), (2.18), the correlation function of

the nth pulse is taken from −NTr/2 to NTr/2, the sampling rate of the

correlation function is chosen by TPPM/20 with UWB-PPM system, and

ζ/20 with UWB-PPM-ATS system, and by µp/20 with UWB-OOK sys-

tem. The parameters for the UWB system are following [2] as: Tr = 50

ns,TPPM = 0.2 ns, N = 100, µp = 0.2877 ns. It can be seen that the
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proposed UWB-PPM-ATS system has higher computational complex-

ity than that of the conventional UWB-PPM system. This is also a

limitation of our proposal.

Table 2.2: The computational complexity.

Modulation Technique Number of FLOPS Specific values

for the N th pulse of FLOPS

UWB-OOK 60×N × Tr/µp 105× 104

UWB-PPM 60×N × Tr/TPPM 150× 104

UWB-PPM-ATS with ζ = −0.08 ns 60×N × Tr/(ζ) 375× 104

UWB-PPM-ATS with ζ = −0.16 ns 60×N × Tr/(ζ) 187.5× 104

2.4. Summary

In this chapter, the method of applying RSSI combined with Gauss-

Newton algorithm for IR-UWB system to determine the propagation

distance and the position of a buried object is proposed. However, due

to the rapid attenuation of the signal, this method is only applicable

for short-range detection and homogeneous medium. In the heteroge-

neous medium, to increase the ability of correct detection of the re-

ceived UWB signal and thereby increase the accuracy of distance esti-

mation, the UWB PPM ATS method is proposed. In the UWB PPM

ATS method, the position of UWB pulse is modulated by PN sequence

with an optimal additional time shift. This makes the error of distance

estimation significantly reduced. Performance comparisons between the

proposed system and the related ones are provided using numerical and

simulation results especially in lossy transmission environments. The

results of this chapter are published in [C1], [J2], [J4].
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Chapter 3

CORRELATION FUNCTION SEPARATION AND
SHIFTED PULSE-BASED BURIED OBJECTS LOCATING

METHODS

Range-based position estimation techniques in free space are classified

into lateration, triangulation, and multilateration, where the multilat-

eration technique is more attractive than other techniques because it

provides the better result than other [90]. However, these methods are

not applicable to locating buried objects in in environments such as un-

derground, concrete, etc. Meanwhile, many practical applications need

to determine the position of multi-buried objects in various transmission

environments. The Gauss-Newton method presented in Chapter 2 can

be applied to positioning the buried object. However, this algorithm may

converge slowly or not at all if the initial guess is far from the minimum,

and causes large estimation errors, so to increase the accuracy of loca-

tion estimation, the Levenberg-Marquardt algorithm is applied. This

method is used to determine the relative permittivity of environment,

and also the position of buried objects.

To increase the accuracy of locating multiple buried objects which are

close to each other in the homogeneous and heterogeneous environments,

in this chapter, the correlation function separation technique (CFST)

combined with the Levenberg-Marquardt algorithm [J5] and UWB pulse
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shifting technique [J3] with named UWB-PST are proposed. The multi-

buried objects positioning method here is based on a single buried object

positioning and applied to each individual buried object. Firstly, the cor-

relation function values at the receiver of a single buried object case are

calculated, and these values are used as the sample set. Then, the next

buried object’s position was determined using this sample set. The dis-

tinguishable distance between different objects according to the buried

depth is also calculated, and the error is used to assess the two proposed

methods in several scenarios. The chapter’s results are published in the

papers [J3], [J4], [J5].

3.1. A proposed method of positioning a single buried object

3.1.1. Estimation algorithm

The existence detection and location of the buried objects are per-

formed based on analysis of the received UWB signal in penetration

systems. For simplicity in the positioning problem, in this chapter, the

position of the buried object is defined at the upper middle point of the

object, which is considered as the reflected wave point. The nonlinear

algorithm estimation called Levenberg-Marquardt Fletcher (LMF) [94]

was applied into calculations of distances, the relative permittivity and

the position of buried object in the case of unknown propagation envi-

ronment. In the simplest case, there is a buried object in a homogeneous

environment with a single layer as shown in Fig. 3.1. Here, the position

of the object is considered in the two-dimensional space (2-D), and is

regarded as a reflection point of propagation.
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ε 

Transceiver

Buried 

oject 

ZZob

ΔZ

dob

d

0
ZDei

di

Figure 3.1: System model for positioning a single buried object in the homogeneous
environment.

To determine the environment parameters and estimate the location of

the buried objects, the transceiver moves horizontally (Z direction) and

emits UWB pulses after every movement step of ∆Z. In the proposed

method, the values of dob, ε, and Zob are estimated based on the traveling

time τi and the position ZDei of the device. Here, ZDei is the position of

the device at the ith movement, and τi is the delay time corresponding

to the distance di from the device to the buried object at the position of

ZDei. These parameters are presented as follows.

ZDei = i×∆Z; di =
√
(Zob − ZDei)2 + d2ob, (3.1)

i = (0÷M). Hence, the traveling time τi is given by:

τi = 2

√
ε
[
(Zob − ZDei)2 + d2ob

]
c

, (3.2)

τi is calculated according to Eq. (1.17). In Eq. (3.2), the value of τi,

c, and ZDei are known, the remaining parameters are estimated by the
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estimation algorithm LMF. The unknown parameter vectors are denoted

by

X = (ε, dob, Zob). (3.3)

With the known pairs (ZDei, τi), X is determined so that the deviation

function in Eq. (3.4) reaches the minimum value.

E(X̂) =
M∑
i=1

[τi−f(ZDei, X̂)]2, (3.4)

where M is the number of movements of the transceiver, and

f(ZDei, X̂) = 2

√
ε̂

[
d̂2ob + (ZDei − Ẑob)2

]
c

. (3.5)

The (̂.) denotes the estimated values of the parameters. Thus, the equa-

tion of determining the value of the parameters can be rewritten as

follows.

X̂=Argmin
X̂
E(X̂)=Argmin

X̂

M∑
i=1

[τi−f(ZDei, X̂)]2. (3.6)

The necessary conditions for E to be minimum are:

∂E

∂ε
= 0,

∂E

∂Zob

= 0,
∂E

∂dob
= 0. (3.7)

Rewriting Eq. (3.7) according to Eqs. (3.4) and (3.5) with X1 =
√
ε,

X2 = d2ob, X3 = Zob, the following formulas are obtained.

∂E

∂X1

=
M∑
i=1

2

[
τi−2

X1

√
X2 + (ZDei −X3)2

c

][
−2

√
X2 + (ZDei −X3)2

c

]
= 0,

(3.8)

∂E

∂X2

=
M∑
i=1

2

[
τi−2

X1

√
X2 + (ZDei −X3)2

c

][ −1

c
√
X2 + (ZDei −X3)2

]
= 0,

(3.9)
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∂E

∂X3

=
M∑
i=1

2

[
τi−2

X1

√
X2 + (ZDei −X3)2

c

][ −2X1(ZDei −X3)

c
√
X2 + (ZDei −X3)2

]
= 0.

(3.10)

The values of X̂ = (X1, X2, X3) can be calculated by solving the Eqs.

(3.8), (3.9) and (3.10). However, this calculation is very complicated,

especially with the large values of M . So, in the proposed method, by

using LMF, vector X̂ is determined by the iteration steps as shown in

Fig. 3.2, and described in detail through the following steps.

Step 1: Assign any arbitrary initialization values to X (usually zero

values), denoted by Xint.

Step 2: Replace the value of X with new ones (X + δ), here δ is an

updated step vector, hence:

E(X+ δ) ≈ [τ − f(X)]T [τ − f(X)]− 2[τ − f(X)]TJδ + δTJTJδ;

(3.11)

with J is a Jacobian matrix of size [3×M ] with:

Ji×j =
∂f(ZDej,X)

∂Xi

. (3.12)

Step 3: To determine the minimum value of the sum E, the update

step vector δ is calculated so that the derivative of E(X+δ) with respect

to δ is equal to zero, so δ can be determined satisfying:

[JTJ+ λdiag(JTJ)]δ = JT [τ − f(X)], (3.13)

where the factor λ (non-negative) is adjusted at each iteration. If E re-

duces rapidly, a smaller value of λ can be used, whereas if in an iteration

in which E does not reduce, λ can be increased.
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Initialization of parameter:

k :=1;  λ := λint

X :=Xint, δ :=δint 

 Iteration number =N

ΔEprev = τ – f(X)

Calculation of Jm and

f(X) = f(X) + J *δ

 δ:=δnext 

X =X + δnext

ΔEnew = τ – f(X)

Σ ΔE
2

new < Σ ΔE
2

prev    

λ := 2 * λ

 k:=k+1
λ := 0.8 * λ

k=N

Result 

X =Xnew

FalseTrue

False

True

Figure 3.2: The flowchart of estimated algorithms LMF.

The update step vector is computed as follows:

δ = [JTJ+ λdiag(JTJ)]−1JT [τ − f(X)]; (3.14)
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The algorithm repeats Steps 2 and 3 until the constraint condition

in Eq. (3.6) is satisfied. The output of LMF algorithm are the final

estimated values. For the convergence of this algorithm, the results are

achieved after N iterations in Matlab simulation.

3.1.2. The results of positioning a single buried object

In the UWB systems, the pulse shape has a strong influence on the

performance of them. The proposed method is evaluated with different

UWB signal types: the IR-UWB signal generated by the 2nd, 3rd, 4th

order Gaussian monocycle, and the modulated UWB signal with OOK,

PPM, and PPM-ATS techniques. Here, the order of the monocycle is the

order of Gaussian pulse derivative. The 2nd, 3rd and 4th Gaussian mono-

Figure 3.3: The autocorrelation function of the Gaussian pulses as a function of time.

cycles have autocorrelation functions as shown in Fig. 3.3. According
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to the shapes of the autocorrelation function, it can be seen that the

system using different types of pulses provides different performances.

The parameters of system model and the initialization vectors of the

LMF algorithm are listed in Table 3.1, in which the environment is ho-

mogeneous and has a buried object. The transceiver moves horizontally

(Z direction) and emits UWB pulses after every movement step of ∆Z

and gets the reflected signal from the surface of the buried object (the

scattered signals are omitted). The traveling time of received signals are

Table 3.1: Initialization parameters of the model [2], [3].

Parameter Notation Value

Transmitted power PTx -5.4 dBm

Time normalization factor of pulse µp 0.2877 ns

Center frequency, Bandwidth fc,∆F 6.85 GHz, 3.5 GHz

Number of pulses Np 100

Noise power N0/2 -77 dBm

Time shift of PPM TPPM 0.2 ns

Additional time shift ζ -0.08 ns

Relative permittivity ε 3.5

Damping factor λ 3

Z-coordinate of buried object Zob 0.6 m

The depth of buried object dob 0.5 m

Movement step of the device ∆Z 0.1 m

determined by the matched filter. The relative permittivity of propa-

gation medium and the position of buried object are estimated by the

LMF presented as above. The calculation results by Matlab software are

shown in Table 3.2 and Figs. 3.4, and 3.5.

In Figs. 3.4 (a) and 3.5 (a), the dashed black lines denote the curve

of τ versus ZDe with the actual values of Zob, dob, and ε. The remaining
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(a)

(b)

Figure 3.4: The actual and estimated locations by different types of Gaussian mono-
cycles in the case of a single buried object; the traveling time changes
according to the position of device (a) and the estimated positions of the
buried object (b).
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curves show the relationship between the estimated values with different

types of UWB signal. Fig. 3.4 (a) shows the dependency curve of the

traveling time τ of the reflected signal on the location of the device

ZDe. This parameter is determined by the UWB system using the UWB

signals generated from different Gaussian pulse monocycles. Similarly,

different UWB signal modulation techniques are compared in Fig. 3.5

(a). Figs. 3.4 (b), 3.5 (b) show the locations of buried objects in the two-

dimensional (2-D) space. These estimated results achieved after N = 50

iterations of LMF.

Table 3.2: The results of the estimated parameters.
Parameter/Notation Zob [m] dob [m] ε

The actual value 0.6 0.5 4.5

The estimated location by

the 2nd-order Gaussian 0.6412 (6.9%) 0.4605 (7.9%) 4.2809 (4.9%)

and relative error

The estimated location by

the 3rd-order Gaussian 0.6612 (10.2%) 0.4477 (10.5%) 4.1323 (8.3%)

and relative error

The estimated location by

the 4th-order Gaussian 0.6118 (2%) 0.4763 (4.7%) 4.3266 (3.9%)

and relative error

Value estimated by

UWB-OOK and relative error 0.8969 (49.5%) 0.7884 (57.7%) 5.7261 (27.2%)

Value estimated by

UWB-PPM and relative error 0.7546 (25.8%) 0.6288 (25.7%) 3.3590 (25.3%)

Value estimated by

UWB-PPM-ATS and relative error 0.6212 (3.5%) 0.4642 (7.2%) 4.8167 (7%)

Table 3.2 presents the estimated results by the different UWB signals.

In the IR-UWB systems, their performance for using the fourth-order

Gaussian monocycle is better than those for the others in terms of the

68



(a)

(b)

Figure 3.5: The actual and estimated locations for different modulated UWB signals
in the case of a single buried object; the traveling time changes according
to the position of device (a) and the estimated positions of the buried
object (b).
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positioning error. A reason can be explained through comparing the

autocorrelation functions of Gaussian monocycles as shown in Fig. 3.3.

The accuracy of the IR- UWB system depends primarily on determining

the traveling time, which is calculated based on the maximum value of

the correlation function (see Eq. (1.17)).

It can be seen from Fig. 3.3 that the shape of the autocorrelation

function of the third-order Gaussian monocycle has maximum points

at τ = 0.32 ns and τ = 0 ns while the second-order and fourth-order

Gaussian monocycles have only one extreme point at τ = 0 ns. This leads

to determining the traveling time based on the correlation function of

the third-order Gaussian monocycle with larger error than using other

monocycles. Furthermore, the autocorrelation shape of the fourth-order

monocycle has a narrower width around the maximum point than the

second-order monocycle, so the accuracy when using the fourth-order

monocycle is higher than using the second-order monocycle. Therefore,

in detailed analysis, the error of the parameter estimation (distance)

using the fourth-order pulses in this scenario has an average value about

2.4 cm, while for the second-order, and the third-order pulses, these

values are 4.5 cm, and 5.4 cm, respectively.

In addition, the UWB-PPM-ATS modulation configuration proposed

in Chapter 2 outperforms the UWB-OOK and UWB-PPM systems for all

parameters of the model. This behavior results directly from the features

of the correlation functions of different signals shown in Figs. 2.7 and

2.8. When using UWB-PPM-ATS technique with the optimal value of

ζ, the estimated values of the traveling time have a smaller error than
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using UWB-OOK and UWB-PPM techniques, so the calculated results

from the LMF of the PPM-ATS system give the higher accuracy than

conventional PPM systems.

3.2. Positioning multi-buried objects in a homogeneous envi-
ronment

3.2.1. Positioning system model

Consider a positioning system model with multiple buried objects in

a homogeneous environment as illustrated in Fig. 3.6. The transmission

medium has a relative permitivity of ε, receive and transmit antennas

are placed in the same position. To determine those buried objects’

position, the transceiver moves along Z direction and transmits UWB

signal at every ∆Z movement.

ε 

s(t)
 

r(t) 

Transceiver

T1 T3T2

Zmov1 

ZZob

ΔZ

dob

d

0
ZDe

T4

li

Zmov2 

Figure 3.6: System model for positioning multi-buried objects in a homogeneous en-
vironment.

The transmitted IR-UWB signal takes the form as in Eq. (2.1), and
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the received signal is described in Eq. (1.4).

The template signal at the receiver is g(t) [44], the traveling time and

the correlation function at the receiver side are determined as presented

in Section 3.1. The propagation velocity in the system [46] is

V =
c√
ε
, (3.15)

The distance from the device to the ith buried object with assumption

of the homogeneous medium:

di =
1

2
V τi. (3.16)

In this model, the two cases are considered. In the first case, two

buried objects are assumed to be very close to each other, it means that

the distance between them is approximately a resolution of the system.

In the other case, two buried objects are far away from each other, and

the distance between them is much greater than the resolution of the

system.

In addition, as described in Section 3.1, the position of buried objects

and characteristic of propagation environment (the relative permittiv-

ity) depend on the traveling time, which is determined from the values

of the correlation function of system. Depending on the specific dis-

tance between two buried objects, different methods for determining the

correlation functions are used.

3.2.2. Proposed multi-buried objects positioning method in homogeneous
environments

With the system model as shown in Fig. 3.6, the received signal is

the sum of reflected signals from the 1st and the 2nd buried objects with
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attenuated amplitudes due to the propagation environment and noise

components, which are denoted by r1(t) and r2(t), respectively. The

shapes of received and transmitted signals in the cases of a single buried

object and two nearby buried objects in the investigated environment

are shown in Figs. 3.7 and 3.8, respectively.

Received signal

Transmitted signal

Figure 3.7: The transmitted and received signals with added noises in case of a single
buried object.

Received signal

Transmitted signal

Figure 3.8: The transmitted and received signals with added noises in case of two
closely buried objects.

Consider the system model in Fig. 3.6 with two buried objects far
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from each other, such as ’T3’ and ’T4’ in Fig. 3.6. The reflected signals

r1(t) and r2(t) do not overlap, consequently the procedure of locating a

single object have been applied as presented in Section 3.1. However, in

case that the buried objects close to each other, such as ’T1’ and ’T2’

in Fig. 3.6, the reflected signals r1(t) and r2(t) overlap (see Fig. 3.8).

In this scenario, as shown in Fig. 3.9, the correlation function shapes

are changed with different cases of the buried objects: one buried object,

two closely buried objects and two apart buried objects with the distance

between them equal to Zmov.

Figure 3.9: The correlation function shapes with different distances between buried
objects.

74



It can be seen that, in the case of two apart buried objects, it is

entirely possible to apply the method in Section 3.1.1 to locate one-by-

one buried object. In the case of two objects close to each other, the

thesis proposes a method to determine the second object by using the

correlation function values and the position of the first object deter-

mined according to Section 3.1.1. The equation of correlation function

is rewritten as follows.

RΣ(δ) =

∞∫
−∞

rΣ(t)p(t− δ)dt (3.17)

=

∞∫
−∞

[
r1(t) + r2(t)

]
p(t− δ)dt (3.18)

= R1(δ) +R2(δ), (3.19)

and the traveling time can be calculated as:

τΣ = Argmax
δ

{RΣ(δ)}. (3.20)

According to the received signal rΣ(t), the traveling time from the second

object to the device is denote by τ2, and can be computed as

τ2 = δop =
[
Agrmax

δ
{RΣ(δ)− R1(δ)}

]
, (3.21)

or

τ2 = δop =

[
Agrmax

δ

{
RΣ(δ)

R1(δ)

}]
. (3.22)

The determination of the traveling time τ2 using Eqs. (3.21) and (3.22) is

named the correlation function separation technique (CFST). Fig. 3.10

illustrates examples of the correlation function shapes of the received

signal with the reference wave when there are two closely buried objects
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in the homogeneous environment. These types of correlation functions

are determined by Eqs. (3.17), (3.21) and (3.22). Hence, based on

the values of the correlation function in the case of positioning a single

object, the traveling time τ2 can be estimated according to Eqs. (3.21)

and (3.22), and the position of the second object can be located in the

same way as presented in the Section 3.1.1 by using the LMF algorithm

in which τ is replaced by τ2.

The correlation value 

corresponding to the traveling 

time from the first buried object 

The correlation value 

corresponding to the traveling 

time estimated by Eq. (3.21) 

from the second buried object 

The correlation value 

corresponding to the traveling 

time estimated by Eq. (3.20) 

from the second buried object 

The correlation value 

corresponding to the traveling 

time estimated by Eq. (3.22) 

from the second buried object 

Figure 3.10: The correlation function shapes with the first buried object at
(Zob1, dob1) = (0.3, 0.2)m; Zmov = 0.04m; the transceiver at ZDei = 0.3
m.
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3.2.3. The performance of CFST

The localization technique is based on the TOA method and the root

mean squared error (RMSE) of the CFST is determined by the Eq. (3.23)

and compared with the Cramer-Rao lower bound (CRLB) in Eq. (3.24).

The root mean squared error (RMSE) of the CFST in determining

the traveling time τ2:

RMSE =

√√√√ 1

N

N∑
k=1

(
τ̂2k − τ2

)2

. (3.23)

The CRLB [95] on the standard deviation of an unbiased TOA estimator

τ̂ is given by: √
V ar(τ̂) ≥ 1

2
√
2π

√
SNR∆F

, (3.24)

where SNR, ∆F are signal to noise ratio and effective bandwidth, respec-

tively. The change of RMSE vs. SNR for SCF, DCF and Total methods

in estimating the traveling time τ2 are illustrated in Fig. 3.11 with the

case of two adjacent buried objects in the homogeneous environment,

the first buried object at a depth of 30 cm, and the second buried object

is 4 cm away from the first one.

Based on the sample set of the correlation values in the case of po-

sitioning a single buried object, the results of locating two objects are

illustrated in Fig. 3.12 and Fig. 3.13. The former figure illustrates the

case of two objects far from each other, the distance between two objects

Zmov2 is 100 cm, whereas the latter figure presents the case of two objects

close to each other, and the distance between them Zmov1 is 2 cm.

In the first case, because the distance between the two buried objects
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Figure 3.11: RMSE vs. SRN for CFST method and CRLB.

is large, so the reflected signals from these objects do not overlap. There-

fore, locating of two buried objects is carried out in turn for each object

as in the case of positioning a single buried object.

In the second case, the location of the second buried object is deter-

mined by CFST using Eqs. (3.2), (3.21) and (3.22) with the fourth-order

Gaussian monocycle. Fig. 3.13 depicts the estimated traveling time of

reflected signal from the second buried object according to Eq. (3.2),

and its position is determined by using the CFST based on the esti-

mated values of the first buried object and the relative permittivity.

As seen in Fig. 3.13, the estimated error by Eq. (3.21) is smaller

than by Eq. (3.22). The results can be explained by analyzing Fig. 3.10

and Eqs. (3.21) and (3.22), the error of estimating traveling time de-
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True position of the 

first buried object

Estimated position of 

the first buried object

True position of the 

second buried object

Estimated position of the 

second buried object

Figure 3.12: Two buried objects are far from each other.

pends on the values of the correlation function which are proportional to

the amplitude of received signal, hence the estimation error depends on

the amplitude of received signal. Moreover, comparing Eqs. (3.21) and

(3.22), it is observed that in Eq. (3.22), the amplitude of the reflected

signal from the second object reduces by the amplitude of the received

signal from the first object. Hence, the value of the correlation func-

tion by Eq. (3.22) also reduces, causing higher errors when determining

traveling time rather than using Eq. (3.21). Thus, with the acceptable

errors, the CFST based on both the subtraction (see Eq. (3.21)) and

division (see Eq. (3.22)) are applied to locate two closely buried objects.

To determine the resolution of the CFST, the first object is buried at

(0.3 m, 0.15 m), and the second object is moved to the position at (0.5
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(a)

Actual position of the 

first buried object

Estimated position of the 

first buried object

Actual position of the 

second buried object

Estimated position of the second 

buried object by Eq. (3.21)
Estimated position of the second 

buried object by Eq. (3.22)

(b)

Figure 3.13: Two buried objects are close to each other; the traveling time changes
according to the device’s position (a) and the estimated positions of the
buried objects by the CFST (b).
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m, 0.15 m) with a movement step of 1 cm. The movement distance of

the second object from the first object is estimated by the CFST. The

error of estimating the movement distances of the second buried object

is indicated in Fig. 3.14. It can be seen that when the traveling time

(a)

(b)

Figure 3.14: The estimated values (a) and the errors (b) according to the movement
of the second buried object.

is calculated by Eq. (3.20), it is impossible to distinguish two buried

objects with the distance between them less than or equal to 8 cm (de-
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noted by the blue dash with Zmov from 1 cm to 8 cm in Fig. 3.14).

This can be explained by the correlation function shapes as illustrated

in Figs. 3.9 and 3.10. Accordingly, when the deviation between trav-

eling times from two buried objects less than a half of normalization

time Tp, the received signals r1(t) and r2(t) overlap, thus the correlation

function of these signals gets the maximum value at the same traveling

time with the correlation function of r1(t). Hence, Eq. (3.20) gives an

unique traveling time value, and two objects could be considered as a

single object. Furthermore, the received signals are completely sepa-

rated when the deviation between traveling times is greater or equal to

a half of normalization time Tp. This means that, to distinguish the two

objects, the smallest distance between two buried objects denoted by

Zsma (min{Zmov}) is derived from the following formula.

TP

2
=

√
d2ob1 + Z2

sma

V
− dob1

V
. (3.25)

Here, for simplicity, the transceiver is assumed to be located at ZDe = 0.3

m, and dob1 is the depth of the first object. From Eq. (3.25), Zsma is

determined as:

Zsma =

√(
TP × V

2

)2

+ dob1 × TP × V , (3.26)

with dob1 = 0.15 m and the parameters Tp, c, and ε as listed in Table 3.1,

Zsma = 8.2 cm.

So at a depth of 0.15 m, when using Eq. (3.20) to determine traveling

time, two objects are distinguished from each other when the distance

between them is greater than or equal to 9 cm. Meanwhile, with the

proposed method, the traveling time is determined using Eqs. (3.21) and
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(3.22), as indicated in Figs. 3.9 and 3.10, these objects are completely

distinguishable even if the distance between them is 1 cm with an average

error of 0.45 cm (Eq. (3.21) is used) and 1.5 cm (Eq. (3.22) is used).

When the distance between two objects is greater than Zsma, the received

signals r1(t) and r2(t) are non-overlapping, so the estimation results by

Eqs. (3.21) and (3.20) have the same value. Thus with the proposed

CFST method, two buried objects can be fully distinguished when the

distance between them is close to the possible resolution of the system

(∆r = 2.1 cm). For comparison, as reported in [61], the buried pipes can

be located with a range resolution of 10 cm at a depth 0.5 m by using

wide band chaotic ground penetrating radar in the dry sand medium.

Using the Eq. (3.26) for dry sand with ε of 2.5 and dob1 of 0.5 m, the

value of Zsma is 16.7 cm, which is the range resolution when using Eq.

(3.20). However, using Eqs. (3.21) and (3.22), the range resolution can

be reduced to the value compared with the theoretical resolution of the

system.

Figs. 3.15 and 3.16 indicate the results of the CFST with three buried

objects in different directions relative to the motion of the transceiver.

Accordingly, the position of the first buried object and the relative per-

mittivity of the environment are determined at first, then, the location

of the second object, and the third object is located by CFST method. If

there are more buried objects in the environment, each next buried ob-

ject will be located in turn as the way to determine these three objects.
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Actual position 

of the first 

buried object

Estimated position of 

the first buried object

Actual position 

of the second 

buried object

Estimated position of 

the second buried object

Estimated position of the third 

buried object by Eq. (3.21)

Actual position 

of the third 

buried object

Estimated position 

of the third buried 

object by Eq. (3.22)

Figure 3.15: The actual and estimated locations of multi-buried objects by the CFST.

Figure 3.16: The actual and estimated locations of three buried objects placed in a
straight line together with the transceiver by the CFST.
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3.3. A proposed method of positioning multi-buried objects in
the heterogeneous environments

3.3.1. System model

A positioning system in a heterogeneous environment is illustrated

in Fig. 3.17. Similarly in the case of a single buried object, the loca-

tion of each buried object is defined in the 2-D space via the horizontal

parameter of Zob and the buried depth of dob.

ε1

s(t)
 r1i(t) 

Transceiver

T1

T2

ZZob1

ΔZ

dob1

d

0
ZDei

d1i

D2

r2i(t) 

ε2

D1

dob2

Zob2

Layer 1

Layer 2

φi 

ψi 

L1i

L2i

A

B

C

Figure 3.17: System model for positioning multi-buried objects in the heterogeneous
environment.

The transmission medium has two layers with the relative permittiv-

ities of ε1 and ε2, respectively. The signal s(t) passes through the first

layer, partly reflected at the boundary, the rest is transmitted to the

second layer, reflected at the second buried object, and returned to the

transceiver according to the direction C → B → A. The incidence and

refraction angles when the device is at position ZDei are denoted by φi
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and ψi, respectively. To locate the position of ’T1’, ’T2’, the values of

Zob1,2, dob1,2, ε1,2, and D1 need to be calculated.

Here, IR-UWB signal is mainly used, the modulated UWB signals

(TH-BPSK and TH-PPM UWB) are used for comparison. With the

system model shown in Fig. 3.17, the signals reflected from the first

buried object, the boundary and the second buried object at the ith

displacement of the device have the following forms.

r1i(t)=A1(d1i)s(t− τ1i) + n1(t), (3.27)

r21i(t) = A1(L1i)A21s(t− τ21) + n21(t), (3.28)

r22i(t) = A2(L2i)(1− A21)s(t− τ22) + n22(t), (3.29)

where A1, A2 are the attenuation factors relative to the distance of the

environment with Layer 1 and Layer 2, respectively; A21 is the reflection

factor from the boundary between two layers; n(t) is AWGN. At the ith

displacement of the transceiver, d1i, L1i are the propagation distances

from the device to the first buried object, and the boundary, and L2i

is propagation distance from the boundary to the second buried object,

respectively.

The distance from the device to the buried objects:

d1i =
1

2
V1τ1i, (3.30)

d2i = L1i + L2i, (3.31)

where Vi is the wave velocity in the ith layer of the environment.
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3.3.2. Positioning method

In heterogeneous transmission environments, with the different layers’

properties, the received signals are ones reflected from the buried object

and from the boundary between the layers. Hences, the detection and

separation of the reflected signals are very complicated. The reflected

signals are easier to be detected when they have the different times of

arrival. Therefore, to change the time of arrival of the reflected signals

and to increase the accuracy of detecting them, a method of shifting

transmitted pulses with UWB signal named UWB-PST (UWB Pulse

Shifting Technique) is proposed to locate multi-buried objects in hetero-

geneous environments. Accordingly, the ith pulse in the sequence of Np

transmitted pulses is delayed by i × Tr/Np, where Tr is the repetitive

period.

The transmitted signal in Eq. (2.1) is rewritten in the UWB-PST as

follows.

sIRs(t) =
√
P

Np∑
i=0

g(t− iTr −
iTr

Np

), (3.32)

which is similar to the forms of TH-BPSK and TH-PPM signals. The

traveling time is determined according to the correlation values of Np

pulses as follows.

τ =
1

Np

Np∑
i=0

τi =
1

Np

Np∑
i=0

Argmax
x

∞∫
−∞

ri

(
t− iTr

Np

)
ω(t− x)dt, (3.33)

where ri(t) is the received signal of the ith pulse. With the estimated

values of traveling time from the device to the buried object, the location

of the object can be determined by LMF. In Fig. 3.17, to locate the
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position of buried objects ’T1’ and ’T2’, the device is moved along the

Z direction and emits a sequence of shifted pulses after every movement

step of ∆Z. The parameters ε1, Zob1, dob1, D1, ε2, Zob2, dob2 are estimated

based on the traveling time values τ1i, τ0, τ2i and the position ZDei of the

device. The relationship between the system parameters are expressed

in the following equations.

τ1i = 2

√
ε1

(
d2ob1 + (ZDei − Zob1)2

)
c

, (3.34)

τ0 = 2
D1

√
ε1

c
, (3.35)

τ2i = 2

(
L1i

V1

+
L2i

V2

)
, (3.36)

√
ε1 × sinφi =

√
ε2 × sinψi. (3.37)

where ZDei = i∆Z is the position of device at the ith moving times. To

simplify the representation of the parameters, the geometry of the system

model in the Fig. 3.17 is illustrated in Fig. 3.18. The relationship of the

parameters in Fig. 3.18 is described by the following expressions.

x+ y = |Zob2 − ZDei|, (3.38)

x√
D2

1 + x2
= Γ.

D2√
D2

2 + y2
, (3.39)

Γ =

√
ε2√
ε1
, (3.40)

τ2i = 2

(
L1i

V1

+
L2i

V2

)
. (3.41)

Let b1 = |Zob2 − ZDei|, Eq. (3.37) is equivalent to

x4 − 2b1x
3 + (D2

2 + b21 − Γ2D2
2)x

2 − Γ2D2
1D

2
2 = 0. (3.42)
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T2

ZDei Zob2

x y

φi

L1i

L2i

ψi

D1

D2

Boundary

ε1

ε2

Figure 3.18: The geometry of the system model in the Fig. 3.17.

The Eq. (3.42) is rewritten as:

x4 − 2b1x
3 + b2x

2 + b3 = 0, (3.43)

where b2 = (D2
2 + b21 − Γ2D2

2), b3 = −Γ2D2
1D

2
2. Solving Eq. (3.43) with

x by Ferrari method [96], x is received as a positive solution, and given

by:

x =
b1
2
+ S +

1

2

√
−4S2 − 2p− q

S
, (3.44)
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where:

p = b2 −
3

2
b21, q = b31 + b1b2, (3.45)

S =
1

2

√
−2

3
p+

1

3

(
Q+

∆0

Q

)
, (3.46)

Q =
3

√
∆1 +

√
∆2

1 − 4∆3
0

2
, (3.47)

∆0 = b22 + 12b3, (3.48)

∆1 = 2b32 + 108b21b3 − 72b2b3. (3.49)

From Eqs. (3.39) and (3.45), the traveling time of the reflected signal

from the second buried object is presented in the following formula.

τ2i = 2

(√
ε1
(
D2

1 + x2
)

c
+

√
ε2
[
D2

2 +
(
|Zob2 − ZDei| − x

)2]
c

)
. (3.50)

According to the LMF estimation method presented in the Section 3.1.1,

the parameters of the model are calculated such that the deviation func-

tion in Eqs. (3.51) and (3.50) reaches the minimum value.

E1 =
M∑
i=1

[τ1i−f1(ZDei)]
2, (3.51)

E2 =
M∑
i=1

[τ2i−f2(ZDei)]
2, (3.52)

where M is the number of movements of transceiver. In Eq. (3.51),

E1 is a function of variables ε1, Zob1 and dob1, and in Eq. (3.50), E2 is

a function of variables ε2, Zob2 and D2. The values of τ1i, τ0 and τ2i are

estimated from the correlation function values, and f1(ZDei) and f2(ZDei)
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are respectively computed:

f1(ZDei) = 2

√
ε1

(
d2ob1 + (ZDei − Zob1)2

)
c

, (3.53)

f2(ZDei) = 2

(√
ε1
(
D2

1 + x2
)

c
+

√
ε2
[
D2

2 +
(
|Zob2 − ZDei| − x

)2]
c

)
.

(3.54)

The LMF algorithm is implemented to calculate the parameters ε1,

dob1, and Zob1 using Eqs. (3.49) and (3.51). In addition, as seen in Fig.

τ0

τ1

τ2

τ0

τ1

τ2

Figure 3.19: The correlation shapes of received signals in the IR-UWB system as
described in Fig. 3.17 with different positions of the device.

3.19 and Eq. (3.33), the value of D1 and therefore the value of τ0 are

constant when the device is moved, so with the estimated values of ε1

and τ0, D1 is completely determined.
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With the estimated values of ε1 and D1, the LMF algorithm is again

applied to estimate the values of ε2, D2 and Zob2 using Eqs. (3.50) and

(3.52). The depth of the second buried object is dob2 = (D1 +D2).

3.3.3. Numerical results and comparisons

The UWB-PST is evaluated in terms of the errors of determining

transmission distances in a well-known homogeneous medium and locat-

ing multi-buried objects in a heterogeneous medium.

The homogeneous environment is assumed to be dry sand with the

relative permittivity of ε = 2.5, the parameters of an example UWB sys-

tem are listed in Table 3.1 and Table 3.3, the buried objects move within

a distance of 0-1 m on the d direction. The performance of conventional

IR-UWB, TH-BPSK, TH-PPM UWB and UWB-PST are indicated in

Fig. 3.20.

Table 3.3: Simulation parameters [2], [3].

Parameter Notation Value

Center frequency, Bandwidth fc,∆F 6.85 GHz, 3.5 GHz

Impulse Width PW 0.7 ns

Time normalization factor µp 0.2877 ns

Time shift of PPM TPPM 0.2 ns

Chip Width Tc 0.9 ns

Number of pulses Np 100

Movement step of the device ∆Z 0.1 m

As seen, with the same system parameters, the TH-BPSK and PPM

UWB give smaller errors than the IR-UWB system. The UWB-PST

outperforms the conventional with the mean relative error about 1.9 %

with shifted-TH-BPSK, 2.6 % with shifted-TH-PPM, and 3.2 % with
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Figure 3.20: The errors of estimated values of IR, TH-BPSK, TH-PPM UWB and
proposed systems.

shifted-IR UWB. While, with conventional IR-UWB, TH-PPM UWB

and TH-BPSK, the values of average relative errors are 4.8 %, 4%, and

3.5 %, respectively. These results can be explained from the Eqs. (3.2),

(3.4), (3.32), and (3.33), when UWB pulses are modulated by TH code,

the detection of received pulses is better than that of the IR system.

The antipodal BPSK modulated pulses also provide better detection in

comparison with the PPM modulated pulses. In addition, the transmit-

ted pulses are shifted by a specific time of (i × Tr/Np), which helps to

detect incoming reflected signals more accurately. Because, by changing

the transmitted time of the pulses, there is a reflected pulse with the
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traveling time closest to the actual propagation time value.

To determine the relative permittivity and location of the buried ob-

jects, the transceiver is moved from position 0, in the Z-axis direction

(as illustrated in Fig. 3.17). At each movement step ∆Z = 10 cm, the

transceiver emits a sequence of Np pulses using UWB-PST, receives the

reflected signals, and calculates the traveling time of signals from the

object ’T1’, boundary with the depth of D1 and from the object ’T2’.

After that, the LMF algorithm is used to determine the location of those

buried objects. Table 3.4, Figs. 3.21 and 3.22 indicate the results for

estimating the model parameters.

Table 3.4: Estimated results.
Actual By By By By By By

Parameter value IR-UWB TH-PPM TH-BPSK UWB-PST UWB-PST UWB-PST

IR-UWB TH-PPM TH-BPSK

ε1 2.5 3.0132 2.8687 2.6462 2.631 2.6201 2.3415

Zob1 [m] 0.4 0.3658 0.3795 0.3806 0.3818 0.3838 0.4146

dob1 [m] 0.2 0.2395 0.1813 0.2270 0.2160 0.1883 0.2058

D1 [m] 0.4 0.4282 0.4273 0.4231 0.3805 0.4187 0.4153

ε2 4.5 4.2316 4.2852 4.3214 4.3106 4.3683 4.4125

Zob2 [m] 0.6 0.5013 0.5248 0.5373 0.5487 0.5521 0.6307

dob2 [m] 0.6 0.6787 0.5483 0.6418 0.6358 0.5695 0.6263

The parameters ε1, Zob1 and dob1 are computed at first, then D1 is

determined based on τ0 and ε̂1; then, with τ0 and τ2, the parameters

ε2, Zob2 and dob2 are also estimated. Fig. 3.21 shows the curves of the es-

timated traveling time according to the device position (see Eq. (3.34))

for the first buried object (’T1’), Fig. 3.22 shows the locations estimated

by the UWB-PST. It is similar to those shown in Fig. 3.20, the esti-

mated results of TH-BPSK-UWB-PST have the highest accuracy among

the compared systems. For comparison, as reported in [3], the average
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Figure 3.21: The curves of traveling time according to the position of transceiver.

Figure 3.22: The location of buried objects estimated by UWB-PST.

estimate value of ε1 by the MSE method is 2.76. Moreover, the eval-

uation is based on the mean absolute error of the estimated distance
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between different methods indicated in Table 3.5. It can be seen that

the distance error of the TH-BPSK UWB-PST is smaller than the oth-

ers. This reason can be explained that the conventional methods based

on processing GPR images (Multiresolution Monogenic Signal Analy-

sis [97], Wide-band chaotic [61]) have problems with nearby and tangent

hyperbolas (when buried objects are close) and with background noise.

Therefore, the distance error of the proposed UWB-PPM-ATS and TH-

BPSK-UWB-PST methods is smaller than in the conventional methods.

In the UWB-CFST, the error mainly depends on the determination of

the correlation function’s peak, so the accuracy of this method is less

than that of the power spectral density [84] based approach.

Table 3.5: The comparison of results.

Method used in GPR system Distance Error [cm]

The Multiresolution Monogenic Signal Analysis [97] 5.8

Wideband chaotic [61] 10

The power spectral density [84] 2.03

UWB-PPM-ATS 2.86

UWB-CFST 3.52

TH-BPSK-UWB-PST 1.85

3.4. Summary

In this chapter, the methods used to locate the buried objects by

the correlation function separation technique, called CFST and pulse

shifting technique, named UWB-PST, for UWB systems are proposed.

Our analysis indicates that, based on the values of the correlation func-

tion of the received UWB signals and the nonlinear estimation method

LMF, the characteristics of the environment and the location of buried
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objects can be determined. The CFST method may be applied to lo-

cate the single buried object, and multi-buried objects are close to each

other. In addition, the accuracy of positioning multi-buried objects in

the heterogeneous medium can be improved by using the UWB-PST.

The performance of the UWB systems is assessed by positioning errors.

The proposed methods have significantly improved the accuracy of lo-

cating buried objects. However, the environment under consideration

is limited as the dry medium, and has two layers. The results of this

chapter are published in [J3], [J4], [J5].
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CONCLUSIONS AND SUGGESTIONS FOR FUTURE STUDIES

This section summarizes the contributions of the thesis and presents

some open problems for future studies.

A. Conclusions

With the ultra-wide bandwidth and good material penetration, the

UWB signal is a potential candidate for non-destructive testing systems,

locating buried object, etc. In terms of ranging and locating, the UWB

system is more powerful than others. The main advantages of UWB

systems are the usage of ultra-short pulses, either for communication or

for ranging systems. The use of ultra-short pulses of the UWB system in

positioning can provide an accuracy of centimeter-level, which is higher

than in the NB system. Besides, the UWB wireless positioning cost is

relatively cheap.

The thesis presented the essential contents of UWB technology used in

measuring distance and positioning buried objects using non-destructive

techniques. Based on the analysis of the potential applications of the

UWB systems, the dissertation has the following main contributions.

� Distance measuring techniques in free space such as RSSI, TOA,

and the method of changing the impulse width, and the length of

PN sequence are proposed for determining the penetration depth of
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penetrating UWB systems [C1], [J1]. These researches are applied

to the homogeneous environment.

� A novel CFST combined with LFM algorithm method for locating

nearby buried objects in the homogeneous medium is proposed to

improve the accuracy and resolution in determining distances and

locating buried objects. The CFST can be used to locate and dis-

tinguish the adjacent buried objects and improve the resolution of

the penetrating systems [J5].

� The UWB-PPM-ATS [J4] and UWB-PST [J3] are introduced for

locating the multi-buried objects in the heterogeneous medium. By

those methods, the positioning accuracy is significantly improved.

Our proposed methods are different from the existing methods in four

ways. Firstly, the bandwidth of the used UWB signals is adaptively

chosen according to the investigated distance. Secondly, using UWB-

PPM-ATS with the additional time shifts are selected following the used

Gaussian impulse shapes. With this technique, the accuracy of posi-

tioning a single buried object in a multi-layer medium is significantly

improved. Thirdly, the objects buried adjacent to each other in a single-

layer medium are distinguished, and located using analysis of the cor-

relation function of the received signal in IR-UWB system. Finally,

the multi-buried objects in a heterogeneous environment are located by

shifting the position of the transmitted pulse with different movements.

The performance of proposed methods is assessed based on positioning

errors calculated by using Matlab simulations. The simulation results
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show that with the proposed UWB signal processing methods, the ac-

curacy and resolution of the UWB systems are significantly improved.

However, the dissertation still exists some limitations. Fist, due to the

rapid attenuation of the UWB signals, the UWB penetration systems op-

erate well in a short range and dry environment. Second, the surveyed

environments must have some certain assumptions. And the computa-

tional complexity is higher when the positioning accuracy is increased.

B. Future Studies

Although the penetrating UWB systems were studied widely in the

literature, there are still several possible open problems which require

further investigations in order to have a full understanding about their

applicability as follows.

- Developing identification algorithms used for buried object based on

UWB technology: Building a sample set of reflected signals from some

typical buried object shapes such as round, square, rectangular cylinders,

etc; constructing a neural network model, optimizing the number of

hidden layers of the model to training with sample set, and appling it to

real identification problems.

- Building algorithm of positioning simultaneously many buried ob-

jects in heterogeneous environments.

- Locating the moving objects using penetration UWB systems by

generating an adaptive reference waveform at the receiver side.
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[92] Å. Björck, Numerical methods for least squares problems. SIAM,

1996.

[93] I. Guvenc and Z. Sahinoglu, “Threshold-based toa estimation for

impulse radio uwb systems,” in 2005 IEEE International Conference

on Ultra-Wideband. IEEE, 2005, pp. 420–425.

117



[94] C. Kanzow, N. Yamashita, and M. Fukushima, “Withdrawn:

Levenberg–Marquardt methods with strong local convergence prop-

erties for solving nonlinear equations with convex constraints,” Jour-

nal of Computational and Applied Mathematics, vol. 173, no. 2, pp.

321–343, 2005.

[95] S. G. Soganci, Hamza and H. V. Poor, “Accurate positioning in

ultra-wideband systems,” IEEE Wireless Communications, vol. 18,

no. 2, pp. 19–27, 2011.

[96] S. H. Lee, S. M. Im, and I. S. Hwang, “Quartic functional equations,”

Journal of Mathematical Analysis and Applications, vol. 307, no. 2,

pp. 387–394, 2005.

[97] L. Qiao, Y. Qin, X. Ren, and Q. Wang, “Identification of buried

objects in GPR using amplitude modulated signals extracted from

multiresolution monogenic signal analysis,” Sensors, vol. 15, no. 12,

pp. 30 340–30 350, 2015.

118


