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#### Abstract

In this paper, we analyze the performance of an in-band full-duplex (IBFD) decode-and-forward (DF) two-way relay (TWR) system whose two terminal nodes exchange information via a relay node over the same frequency and time slot. Unlike the previous works on full-duplex two-way relay systems, we investigate the system performance under the impacts of both hardware impairments and imperfect self-interference cancellation (SIC) at all full-duplex nodes. Specifically, we derive the exact expression of outage probability based on the signal to interference plus noise and distortion ratio (SINDR), thereby determine the throughput and the symbol error probability (SEP) of the considered system. The numerical results show a strong impact of transceiver impairments on the system performance, making it saturate at even a low level of residual selfinterference. In order to tackle with the impact of hardware impairments, we derive an optimal power allocation factor for the relay node to minimize the outage performance. Finally, the numerical results are validated by Monte Carlo simulations.
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## 1 Introduction

With the increasing demand for high-rate data transmission, the wireless systems need to use more bandwidth for their transmission. Meanwhile, the number of wireless devices is expected to increase dramatically in the era of the fourth industrial evolution with every thing connected to the Internet. The radio frequency is becoming scarce due to limited radio spectrum. Therefore, transmission technologies with high spectral efficiency are expected to develop for future deployment. Recent researches in the literature showed a great interest in the in-band fullduplex (IBFD) and two-way relay (TWR) communications.

[^0]While the IBFD systems can attain a double spectrum efficiency thanks to the simultaneous use of the same spectral bandwidth for both transmitter and receiver [1, 2], the TWR systems increase its spectral efficiency by letting the two end nodes simultaneously transmit and receive at the same time slot. The combination of the TWR and IBFD communications provides an IBFD TWR system that enables high-rate data transmission and improves spectral efficiency [3-6]. However, this system becomes more vulnerable to the residual self-interference (RSI) at all nodes, i.e. the two terminal nodes and the relay node, due to imperfect self-interference cancellation (SIC) [7-10].

Previous studies on the IBFD TWR systems paid significant attention on analyzing their performance under the case of imperfect SIC. In [3], the outage probability (OP) of the IBFD TWR system with the amplify-andforward (AF) protocol is determined for the case of perfect and imperfect channel state information (CSI). The paper showed that the OP of the system soon exhibits an error floor at the high signal to noise ratio (SNR) regime due to the imperfect CSI. In [4], the performance of the IBFD TWR system is analyzed and optimized for the case with multiple relays. The authors derived the exact OP, bit error rate (BER) and ergodic capacity of the system. The paper also demonstrated that the IBFD TWR system achieved
higher efficiency and better performance than the halfduplex (HD) TWR one when the RSI is sufficiently small. In [11], the authors proposed a multi-pair IBFD AF-TWR system which used one shared-antenna at each terminal node and $M$ shared-antennas at the relay node. An optimal power allocation scheme was also proposed to improve the system performance in the case of none power-scaling. In [12], the OP of the IBFD multi-user AF-TWR system was analyzed. The paper studied the impact of the RSI incurred by the IBFD mode on the system performance and showed the full duplex (FD) mode could achieve the desired performance within the low RSI regime. However, when the RSI increased, the performance gain of the FD mode was lower than that of the HD mode. In [13], the achievable rate of the IBFD AF-TWR system with joint relay and antenna selection was considered. The impacts of the RSI and transmit power on the system performance were also studied. The achievable rate of this system was shown to increase quickly in the low SNR and then reach a saturated level in the high SNR regime.

Besides the AF protocol, the decode-and-forward (DF) was also proposed to use in the IBFD TWR systems. In [5] and [6], the OP was used as the performance criterion to evaluate the performance of the IBFD DFTWR system. The authors derived the OP expression for seven different cases corresponding to the power allocation factor at the relay node. The paper also investigated the OP for both symmetrical and asymmetrical systems. The OP of the IBFD DF-TWR system was analyzed for the case with both imperfect CSI and imperfect SIC in [14]. The paper also considered the impact of imperfect CSI on power allocation and optimal relay placement. The work in [15] considered a multi-user IBFD DF-TWR system and proposed a max-min scheduling scheme to optimize the system outage performance. It was shown that in the case of full CSI, the system outage performance could be improved by the max-min scheduling scheme. In [16], the authors evaluated the spectrum efficiency of the IBFD DFTWR system when using the sum rate as a function of the distance between the terminal and the relay node. In [17], the authors considered the secrecy performance of the IBFD DF-TWR system with the optimal relay selection. It was shown that the secrecy performance was significantly affected by the number of relays, the average signal to noise ratio (SNR) of eavesdropper links, and the RSI. The work [18] proposed a self-interference management scheme based on the cooperative communications for the multiuser IBFD DF-TWR system. It is noted that although the performance of the IBFD TWR system was extensively studied, most previous works only focused on its OP leaving other performance parameters such as the error rate and the system throughput opened for further investigation.

Given the assumption that the system hardware is not ideal due to different factors, such as manufacturing imperfection, phase oscillator noises, and I/Q imbalance, the performance of the IBFD TWR systems was also studied in previous works. In [19], the imperfect high power amplifier (HPA), imperfect SIC, and modulation imbalance at the relay node were considered for the IBFD AF one-way relay system. It was demonstrated that the received SNR at the relay node did not affect the input back-off (IBO) optimization and the bit error rate (BER) could be minimized by the optimal IBO when the channel between the relay and the destination node is flat fading. In [20] and [21], the authors studied the impact of hardware impairments at both transmitter and receiver in the IBFD one-way relay system using both AF and DF protocols. The paper showed a significant performance degradation by the hardware impairments, especially at high transmission rate. The work in [22] investigated the performance of a switch-and-examine relay system with post-selection scheduling under the impact of hardware impairment in the shadowed-Rician channel. The problems of both hardware impairments and imperfect channel estimation in the oneway relay and TWR AF systems were analyzed in [23]. Both the systems were shown to suffer from an outage floor but that in the one-way system was lower than in the TWR system.

Recently, the joint and cross impacts of hardware impairments (HI) and RSI on the performance of IBFD relay systems have also been investigated [10, 24-30]. However, these works focused on the IBFD one-way relay (OWR) systems [25-30] or IBFD TWR system with AF protocol [10, 24]. Due to the difficulty in solving mathematical equations, the system performance of the IBFD TWR system using DF protocol with HI and RSI was not analyzed. This motivates us to consider the IBFD DFTWR system under the simultaneous impacts of hardware impairments and imperfect SIC at all nodes. Specifically, we aim to analyze its performances in terms of the outage probability, throughput, and symbol error probability (SEP) and compare them with those of the ideal hardware system in [5, 6]. Against the previous works, the contributions of our paper can be summarized as follows:

- We first determine the exact expression of the signal to interference plus noise and distortion ratio (SINDR) and use it to derive a new closed-form expression for the OP of the system as a function of the power allocation factor at the relay node. Unlike the previous works in [ $5,6,14,15]$, which examined the OP based on the SIC capabilities of only the relay, we consider them at all FD nodes in our analysis. On the other hand, we also determine the OP according to the average SNR of the system to explore the outage behaviour of both the
ideal hardware and the hardware impairment systems. The system throughput and SER are also analyzed to determine the impact of hardware impairments and RSI on the system performance.
- Moreover, we analyze the system performance under the impacts of both hardware impairments and the RSI. The level of the RSI is then varied with the transmit power of the FD nodes to have an insight into the impact of the RSI at the high SNR regime. Based on this observation, we derive an optimal power allocation factor for the relay node to minimize the OP and SEP.

The rest of the paper is organized as follows. The system model and its related assumptions are described in Section 2. Section 3 presents the performance analysis of the system in terms of the outage probability, throughput, and symbol error probability. The proposed optimal power allocation factor is presented in Section 4. Numerical results and discussions are given in Section 5. Finally, Section 6 draws the conclusion of the paper.

## 2 System model

In order to describe the system model of a IBFD DF-TWR network with hardware impairments, we first begin with a simple point-to-point communication system which has two end nodes, each equipped with an antenna for both transmission and reception. In the case of ideal hardware, the received signal at one node is given by
$y=h x+z$,
where $x$ is the transmitted signal, $h$ is the fading coefficient of the link between the two nodes, and $z$ is the additive white Gaussian noise (AWGN) with zero-mean and variance of $\sigma^{2}$, i.e. $z \sim \operatorname{C\mathcal {N}}\left(0, \sigma^{2}\right)$ at the receiver.

In the case of hardware impairments, the received signal with the same above conditions is given by
$y=h\left(x+\eta_{t}\right)+\eta_{r}+z$,
where $\eta_{t}$ and $\eta_{r}$ are the distortion noises due to the impairments at the transmitter and the receiver, respectively, $\eta_{t} \sim C \mathcal{N}\left(0, k_{t}^{2} P\right)$ and $\eta_{r} \sim C \mathcal{N}\left(0, k_{r}^{2} P|h|^{2}\right)$; The two design parameters $k_{t}$ and $k_{r}$ represent the impairment level at the transmitter and the receiver, respectively. For a given channel $h$, the aggregate distortion at the receiver is given by

$$
\begin{equation*}
\mathbb{E}_{\eta_{t}, \eta_{r}}\left\{\left|h \eta_{t}+\eta_{r}\right|^{2}\right\}=P|h|^{2}\left(k_{t}^{2}+k_{r}^{2}\right), \tag{3}
\end{equation*}
$$

where $\mathbb{E}\{\cdot\}$ denotes the expectation operator. The aggregate distortion at the receiver depends on the average signal power $P=\mathbb{E}\left\{|x|^{2}\right\}$, the instantaneous channel gain $|h|^{2}$, and the design parameters $k_{t}^{2}$ and $k_{r}^{2}$. Let $k^{2}=k_{t}^{2}+k_{r}^{2}$ then the aggregate distortion at the receiver becomes
$\mathbb{E}_{\eta_{t}, \eta_{r}}\left\{\left|h \eta_{t}+\eta_{r}\right|^{2}\right\}=P|h|^{2} k^{2}$,
where $k$ is the aggregate impairment level which accounts for that from the transmitter hardware $k_{t}$ and the receiver hardware $k_{r}$. Since $k$ depends on the transmit power, it may vary during practical operation. However, for simplicity, we assume that $k$ is constant, which is appropriate for a certain transmitter power level.

Using Eq. 4, the received signal in Eq. 2 is rewritten as
$y=h(x+\eta)+z$,
where $\eta$ represents the aggregate hardware impairment at both transmitter and receiver with $\eta \sim C \mathcal{N}\left(0, k^{2} P\right)$. Under these assumptions, we can establish the system model for the considered IBFD DF-TWR relay network with hardware impairments as illustrated in Fig. 1.

During the multiple access (MA) phase, the two end nodes $S_{1}$ and $S_{2}$ exchange data with each other via a relay


Fig. 1 System model of a IBFD DF-TWR network with transceiver impairments
node R and the received signal at the relay node at a time slot $t$ is given by
$y_{\mathrm{R}}(t)=h_{1 \mathrm{R}} \tilde{x}_{1}(t)+h_{2 \mathrm{R}} \tilde{x}_{2}(t)+\tilde{h}_{\mathrm{RR}} \tilde{x}_{\mathrm{R}}(t)+z_{\mathrm{R}}(t)$,
where $\tilde{x}_{1}(t) \triangleq x_{1}(t)+\eta_{1}(t) ; \tilde{x}_{2}(t) \triangleq x_{2}(t)+\eta_{2}(t) ; \tilde{x}_{\mathrm{R}}(t) \triangleq$ $x_{\mathrm{R}}(t)+\eta_{\mathrm{R}}(t)$, with $x_{1}(t), x_{2}(t)$, and $x_{\mathrm{R}}(t)$ are the desired signals, while $\tilde{x}_{1}(t), \tilde{x}_{2}(t)$, and $\tilde{x}_{\mathrm{R}}(t)$ are the actual signals from $\mathrm{S}_{1}, \mathrm{~S}_{2}$, and R, respectively; $\eta_{1}(t), \eta_{2}(t)$, and $\eta_{\mathrm{R}}(t)$ are the distortions caused by the transmitter and the receiver of nodes $\mathrm{S}_{1}, \mathrm{~S}_{2}$, and R with $\eta_{1} \sim \operatorname{C\mathcal {N}}\left(0, k_{1}^{2} P_{1}\right), \eta_{2} \sim$ $C \mathcal{N}\left(0, k_{2}^{2} P_{2}\right)$, and $\eta_{\mathrm{R}} \sim \operatorname{C\mathcal {N}}\left(0, k_{\mathrm{R}}^{2} P_{\mathrm{R}}\right) ; P_{i}$ is the transmit power and $k_{i}$ indicates the impairment level of each node, where $i=1,2, \mathrm{R}$ corresponding to node $\mathrm{S}_{1}, \mathrm{~S}_{2}$, and R ; $h_{1 \mathrm{R}}, h_{2 \mathrm{R}}$, and $\tilde{h}_{\mathrm{RR}}$ represent the fading coefficients of the channels from $\mathrm{S}_{1}, \mathrm{~S}_{2}$ to R and from the transmitting antenna to the receiving antenna of $\mathrm{R} ; z_{\mathrm{R}} \sim C \mathcal{N}\left(0, \sigma_{\mathrm{R}}^{2}\right)$ denotes the AWGN at the relay. Note that when $k_{1}=k_{2}=k_{\mathrm{R}}=0$, the considered system becomes an ideal-hardware one.

During the broadcast (BC) phase, at the same time slot $t$, the relay node R transmits the encoded signal comprised of the received signals from the MA phase to $S_{1}, S_{2}$. The received signals at $S_{1}, S_{2}$ are given respectively by
$y_{1}(t)=h_{\mathrm{R} 1} \tilde{x}_{\mathrm{R}}(t)+\tilde{h}_{11} \tilde{x}_{1}(t)+z_{1}(t)$,
$y_{2}(t)=h_{\mathrm{R} 2} \tilde{x}_{\mathrm{R}}(t)+\tilde{h}_{22} \tilde{x}_{2}(t)+z_{2}(t)$,
where $h_{\mathrm{R} 1}, h_{\mathrm{R} 2}, \tilde{h}_{11}, \tilde{h}_{22}$ are the fading coefficients of the links from $R$ to $S_{1}$, from $R$ to $S_{2}$ and from transmitting antenna to receiving antenna of $S_{1}, S_{2}$, respectively. It is noted that two channel models are often applied for IBFD TWR systems, i.e. reciprocal channels and non-reciprocal channels. The case of reciprocal channels is used when the overall user-to-relay and relay-to-user transmission time falls within a coherence interval of the channel and the pair of antennas are placed sufficiently close distance. Meanwhile, the case of non-reciprocal channels is appropriate when the pair of antennas are implemented far apart each other for transmission and reception [31]. In this paper, we assume that the distance between transmit and receive antennas of a node is sufficiently close; thus, the channels are reciprocal. This assumption are widely used in the literature such as $[4,6,14,31,32]$. In other word, we have $\left|h_{\mathrm{R} 2}\right|^{2}=\left|h_{2 \mathrm{R}}\right|^{2},\left|h_{\mathrm{R} 1}\right|^{2}=\left|h_{1 \mathrm{R}}\right|^{2} ; z_{i} \sim \operatorname{CN}\left(0, N_{i}\right)$, $i=1,2$ is AWGN.

The transmitted signal $\tilde{x}_{\mathrm{R}}(t)$ at R consists of two signals $\bar{x}_{1}(t)$ and $\bar{x}_{2}(t)$ as follows: $\tilde{x}_{\mathrm{R}}(t)=\bar{x}_{1}(t)+\bar{x}_{2}(t)+\eta_{\mathrm{R}}(t)$. In fact, $\tilde{x}_{\mathrm{R}}(t)$ contains the two previous received signals $x_{1}(t-1)$ and $x_{2}(t-1)$ with different power allocation levels for re-encoding such that $\mathbb{E}\left\{\left|\bar{x}_{1}(t)\right|^{2}\right\}=(1-\lambda) P_{\mathrm{R}}$, $\mathbb{E}\left\{\left|\bar{x}_{2}(t)\right|^{2}\right\}=\lambda P_{\mathrm{R}}$, where $\lambda \in(0,1)$. Using a suitable network coding technique such as in [4], $S_{1}$ and $S_{2}$ can fully
extract the intended signal transmitted to them from $\tilde{x}_{\mathrm{R}}(t)$ and we have

$$
\begin{align*}
& y_{1}(t)=h_{\mathrm{R} 1}\left[\bar{x}_{2}(t)+\eta_{\mathrm{R}}(t)\right]+\tilde{h}_{11} \tilde{x}_{1}(t)+z_{1}(t),  \tag{9}\\
& y_{2}(t)=h_{\mathrm{R} 2}\left[\bar{x}_{1}(t)+\eta_{\mathrm{R}}(t)\right]+\tilde{h}_{22} \tilde{x}_{2}(t)+z_{2}(t) . \tag{10}
\end{align*}
$$

Assume that effective SIC techniques are used in all three nodes so that the RSI after SIC, denoted by $I_{i}$, can be modeled by a complex Gaussian distributed random variable $[3,4,6,16,32-34]$ with zero-mean and variance $\sigma_{\mathrm{RSI}_{i}}^{2}=\tilde{\Omega}_{i} P_{i}$, where $\tilde{\Omega}_{i}$ denotes the SIC capability of node $i, i=1,2$, R. Equations 6,9 , and 10 then can be rewritten as

$$
\begin{align*}
y_{\mathrm{R}}(t) & =h_{1 \mathrm{R} \tilde{x}_{1}}(t)+h_{2 \mathrm{R} \tilde{x}_{2}}(t)+I_{\mathrm{R}}+z_{\mathrm{R}}(t),  \tag{11}\\
y_{1}(t) & =h_{\mathrm{R} 1}\left[\bar{x}_{2}(t)+\eta_{\mathrm{R}}(t)\right]+I_{1}+z_{1}(t),  \tag{12}\\
y_{2}(t) & =h_{\mathrm{R} 2}\left[\bar{x}_{1}(t)+\eta_{\mathrm{R}}(t)\right]+I_{2}+z_{2}(t) . \tag{13}
\end{align*}
$$

From Eqs. 11, 12, 13, the SINDRs of the IBFD DF-TWR system are given by
$\gamma_{\mathrm{S}_{1} \mathrm{R}}=\frac{\rho_{1} P_{1}}{\sigma_{\mathrm{R}}^{2}+\sigma_{\mathrm{RSI}_{\mathrm{R}}}^{2}+\rho_{1} k_{1}^{2} P_{1}+\rho_{2} k_{2}^{2} P_{2}}$,
$\gamma_{\mathrm{S}_{2} \mathrm{R}}=\frac{\rho_{2} P_{2}}{\sigma_{\mathrm{R}}^{2}+\sigma_{\mathrm{RSI}_{\mathrm{R}}}^{2}+\rho_{1} k_{1}^{2} P_{1}+\rho_{2} k_{2}^{2} P_{2}}$,
$\gamma_{\mathrm{RS}_{1}}=\frac{\rho_{1} \lambda P_{\mathrm{R}}}{\sigma_{1}^{2}+\sigma_{\mathrm{RSI}_{1}}^{2}+\rho_{1} k_{\mathrm{R}}^{2} P_{\mathrm{R}}}$,
$\gamma_{\mathrm{RS}_{2}}=\frac{\rho_{2}(1-\lambda) P_{\mathrm{R}}}{\sigma_{2}^{2}+\sigma_{\mathrm{RS}_{2}}^{2}+\rho_{2} k_{\mathrm{R}}^{2} P_{\mathrm{R}}}$,
$\gamma_{\text {sum }}=\frac{\rho_{1} P_{1}+\rho_{2} P_{2}}{\sigma_{\mathrm{R}}^{2}+\sigma_{\mathrm{RSI}}^{\mathrm{R}}} 2+\rho_{1} k_{1}^{2} P_{1}+\rho_{2} k_{2}^{2} P_{2}$,
where $\rho_{1}=\left|h_{1}\right|^{2}=\left|h_{\mathrm{R} 1}\right|^{2}=\left|h_{1 \mathrm{R}}\right|^{2} ; \rho_{2}=\left|h_{2}\right|^{2}=$ $\left|h_{\mathrm{R} 2}\right|^{2}=\left|h_{2 \mathrm{R}}\right|^{2} ; \gamma_{\mathrm{S}_{1} \mathrm{R}}, \gamma_{\mathrm{S}_{2} \mathrm{R}}, \gamma_{\mathrm{RS}_{1}}, \gamma_{\mathrm{RS}_{2}}$ represent the SINDR of the communication links from $S_{1}$ and $S_{2}$ to $R$, from $R$ to $S_{1}$ and $S_{2}$, respectively; $\gamma_{\text {sum }}$ denotes that of the sum signal at the relay node.

## 3 Performance analysis

### 3.1 Outage probability analysis

In this section, we analyze the performance of the IBFD DF-TWR system and derive the exact OP expression for different cases of power allocation factors. The OP is defined as the achievable rate of any communication links which is less than the minimum data rate that the system must achieve. Assume that the minimum required data rate from $S_{1}$ to $R$ and from $R$ to $S_{2}$ is $\mathcal{R}_{1}$, from $S_{2}$ to $R$ and from $R$ to $S_{1}$ is $\mathcal{R}_{2}$. OP of a random link between $S_{1}, R, S_{2}$ can be defined as follows:
$\mathcal{P}_{\text {out }}=\operatorname{Pr}\left\{C_{j}<\mathcal{R}_{j}\right\}$,
where $C_{j}=\log _{2}\left(1+\gamma_{j}\right)$ and $\gamma_{j}, \mathcal{R}_{j}$ are the SINDR and the minimum required data rate of link $j, j=1,2$, respectively. Therefore, the OP occurs when

$$
\begin{gather*}
\log _{2}\left(1+\gamma_{\mathrm{S}_{1} \mathrm{R}}\right)<\mathcal{R}_{1} \text { or } \log _{2}\left(1+\gamma_{\mathrm{RS}_{2}}\right)<\mathcal{R}_{1}  \tag{20}\\
\log _{2}\left(1+\gamma_{\mathrm{S}_{2} \mathrm{R}}\right)<\mathcal{R}_{2} \text { or } \log _{2}\left(1+\gamma_{\mathrm{RS}_{1}}\right)<\mathcal{R}_{2}  \tag{21}\\
\log _{2}\left(1+\gamma_{\text {sum }}\right)<\mathcal{R}_{1}+\mathcal{R}_{2} \tag{22}
\end{gather*}
$$

Equivalently, we have

$$
\begin{align*}
& \gamma_{\mathrm{S}_{1} \mathrm{R}}<2^{\mathcal{R}_{1}}-1 \text { or } \gamma_{\mathrm{RS}_{2}}<2^{\mathcal{R}_{1}}-1 \text {, }  \tag{23}\\
& \gamma_{\mathrm{S}_{2} \mathrm{R}}<2^{\mathcal{R}_{2}}-1 \text { or } \gamma_{\mathrm{RS}_{1}}<2^{\mathcal{R}_{2}}-1 \text {, }  \tag{24}\\
& \gamma_{\text {sum }}<\quad 2^{\mathcal{R}_{1}+\mathcal{R}_{2}}-1 . \tag{25}
\end{align*}
$$

Let $x=2^{\mathcal{R}_{1}}-1, y=2^{\mathcal{R}_{2}}-1$, it then follows that $2^{\mathcal{R}_{1}+\mathcal{R}_{2}}-1=x+y+x y$, and we can determine the OP as follows:
$\mathcal{P}_{\text {out }}=\operatorname{Pr}\{\mathcal{A} \cup \mathcal{B} \cup \mathcal{C}\}$,
where the events $\mathcal{A}, \mathcal{B}, \mathcal{C}$ are defined in the following expressions:

$$
\begin{gather*}
\mathcal{A}=\left(\gamma_{\mathrm{S}_{1} \mathrm{R}}<x\right) \cup\left(\gamma_{\mathrm{RS}_{1}}<y\right) \\
\mathcal{B}=\left(\gamma_{\mathrm{S}_{2} \mathrm{R}}<y\right) \cup\left(\gamma_{\mathrm{RS}_{2}}<x\right)  \tag{27}\\
\mathcal{C}=\left(\gamma_{\text {sum }}<z\right)
\end{gather*}
$$

with $z=x+y+x y$.
Under the Rayleigh fading channel, the CDF and PDF of the channel gains $\rho_{l}=\left|h_{l}\right|^{2}, l=1 \div 2$ are given, respectively, by

$$
\begin{equation*}
F_{\rho_{l}}(x)=1-e^{-\frac{x}{\Omega_{l}}}, f_{\rho_{l}}(x)=\frac{1}{\Omega_{l}} e^{-\frac{x}{\Omega_{l}}}, x \geqslant 0 \tag{28}
\end{equation*}
$$

where $\Omega_{l}=\mathbb{E}\left\{\left|h_{l}\right|^{2}\right\}$.
We assume further that the relay node knows the global CSI to decode successfully the received signal and the two terminal nodes know the partial CSI to subtract the transmitted signals.

Theorem 1 Under the Rayleigh fading channel and hardware impairments, we can determine the accurate OP expression for the following seven cases:

$$
\mathcal{P}_{\text {out }}= \begin{cases}1-Q_{2} Q_{3}, & \text { case } 1, \\ 1-Q_{2} Q_{3} Q_{5}, & \text { case } 2, \\ 1-Q_{1} Q_{3} Q_{5}, & \text { case } 3 \\ 1-Q_{2} Q_{4} Q_{5}, & \text { case } 4, \\ 1-Q_{2} Q_{4}, & \text { case } 5 \\ 1-Q_{1} Q_{4} Q_{5}, & \text { case } 6, \\ 1-Q_{1} Q_{4}, & \text { case } 7,\end{cases}
$$

where
$Q_{1}=\frac{a_{12}}{a_{12}+b_{12}} \exp \left(-\frac{x t_{\mathrm{R}}}{a_{12}}\right)$,
$Q_{2}=\exp \left(-\frac{y t_{1}}{c_{12}}\right)\left[1-\frac{b_{12}}{a_{12}+b_{12}} \exp \left(\frac{x t_{\mathrm{R}} c_{12}-y t_{1} a_{12}}{b_{12} c_{12}}\right)\right]$,
$Q_{3}=\frac{a_{34}}{a_{34}+b_{34}} \exp \left(-\frac{y t_{\mathrm{R}}}{a_{34}}\right)$,
$Q_{4}=\exp \left(-\frac{x t_{2}}{c_{34}}\right)\left[1-\frac{b_{34}}{a_{34}+b_{34}} \exp \left(\frac{y t_{\mathrm{R}} c_{34}-x t_{2} a_{34}}{b_{34} c_{34}}\right)\right]$,
$Q_{5}=\left\{\begin{array}{ll}\frac{a_{5}}{a_{5}-b_{5}} \exp \left(-\frac{z t_{\mathrm{R}}}{a_{5}}\right), & \left\{\begin{array}{l}1-k_{1}^{2} z \leqslant 0, \\ 1-k_{2}^{2} z>0,\end{array}\right. \\ \frac{b_{5}}{b_{5}-a_{5}} \exp \left(-\frac{z t_{\mathrm{R}}}{b_{5}}\right), & \left\{\begin{array}{l}1-k_{1}^{2} z>0, \\ 1-k_{2}^{2} z \leqslant 0,\end{array}\right. \\ \frac{a_{5}}{a_{5}-b_{5}} \exp \left(-\frac{z t_{\mathrm{R}}}{a_{5}}\right)+\frac{b_{5}}{b_{5}-a_{5}} \exp \left(-\frac{z t_{\mathrm{R}}}{b_{5}}\right),\end{array},\left\{\begin{array}{l}1-k_{1}^{2} z>0 \\ 1-k_{2}^{2} z>0, \\ a_{5} \neq b_{5},\end{array}, ~\left\{\begin{array}{l}1-k_{1}^{2} z>0, \\ 1-k_{2}^{2} z>0, \\ a_{5}=b_{5},\end{array}\right.\right.\right.$,
where $a_{12}=\Omega_{1} P_{1}\left(1-k_{1}^{2} x\right), b_{12}=\Omega_{2} P_{2} k_{2}^{2} x, c_{12}=$ $\Omega_{1} P_{\mathrm{R}}\left(\lambda-k_{\mathrm{R}}^{2} y\right), a_{34}=\Omega_{2} P_{2}\left(1-k_{2}^{2} y\right), b_{34}=$ $\Omega_{1} P_{1} k_{1}^{2} y, c_{34}=\Omega_{2} P_{\mathrm{R}}\left(1-\lambda-k_{\mathrm{R}}^{2} x\right), a_{5}=\Omega_{2} P_{2}(1-$ $\left.k_{2}^{2} z\right), b_{5}=\Omega_{1} P_{1}\left(1-k_{1}^{2} z\right), t_{1}=\sigma_{1}^{2}+\sigma_{\mathrm{RSI}}^{1}, ~, ~ t_{2}=\sigma_{2}^{2}+$ $\sigma_{\mathrm{RSI}_{2}}^{2}, t_{\mathrm{R}}=\sigma_{\mathrm{R}}^{2}+\sigma_{\mathrm{RSI}_{\mathrm{R}}}^{2}$.

The above seven cases of the OP corresponds to the predefined power allocation factors as in Table 1, where
$X=k_{\mathrm{R}}^{2} y+\frac{P_{1} t_{1} y\left[1-k_{2}^{2} y-k_{1}^{2}(z-y)\right]}{P_{\mathrm{R}} t_{\mathrm{R}}(z-y)}$,
$Y=k_{\mathrm{R}}^{2} y+\frac{P_{1} t_{1} y\left(1-k_{1}^{2} x\right)}{P_{\mathrm{R}} t_{\mathrm{R}} x}$,
$Z=1-k_{\mathrm{R}}^{2} x-\frac{P_{2} t_{2} x\left(1-k_{2}^{2} y\right)}{P_{\mathrm{R}} t_{\mathrm{R}} y}$,
$T=1-k_{\mathrm{R}}^{2} x-\frac{P_{2} t_{2} x\left[1-k_{1}^{2} x-k_{2}^{2}(z-x)\right]}{P_{\mathrm{R}} t_{\mathrm{R}}(z-x)}$.

Table 1 Power allocation scheme

| Case | Power allocation factor $\lambda$ | Outage links |
| :---: | :---: | :---: |
| 1 | $\left(k_{\mathrm{R}}^{2} y, \min \{X, Z\}\right)$ | $\mathrm{R} \rightarrow \mathrm{S}_{1}, \mathrm{~S}_{1} \rightarrow \mathrm{R}, \mathrm{S}_{2} \rightarrow \mathrm{R}$ |
| 2 | $(X, \min \{Y, Z\})$ | $\mathrm{R} \rightarrow \mathrm{S}_{1}, \mathrm{~S}_{1} \rightarrow \mathrm{R}, \mathrm{S}_{2} \rightarrow \mathrm{R}, \mathrm{R}_{\text {sum }}$ |
| 3 | ( $Y, Z$ ) | $\mathrm{S}_{1} \rightarrow \mathrm{R}, \mathrm{S}_{2} \rightarrow \mathrm{R}, \mathrm{R}_{\text {sum }}$ |
| 4 | $\binom{\max \left\{k_{\mathrm{R}}^{2} y, Z\right\}}{,\min \left\{1-k_{\mathrm{R}}^{2} x, Y\right\}}$ | $\mathrm{R} \rightarrow \mathrm{S}_{1}, \mathrm{~S}_{1} \rightarrow \mathrm{R}, \mathrm{R} \rightarrow \mathrm{S}_{2}, \mathrm{~S}_{2} \rightarrow \mathrm{R}, \mathrm{R}_{\text {sum }}$ |
| 5 | $\binom{\max \left\{k_{\mathrm{R}}^{2} y, Z\right\},}{\min \left\{1-k_{\mathrm{R}}^{2} x, Y\right\}}$ | $\mathrm{R} \rightarrow \mathrm{S}_{1}, \mathrm{~S}_{1} \rightarrow \mathrm{R}, \mathrm{R} \rightarrow \mathrm{S}_{2}, \mathrm{~S}_{2} \rightarrow \mathrm{R}$ |
| 6 | $(\max \{Y, Z\}, T)$ | $\mathrm{S}_{1} \rightarrow \mathrm{R}, \mathrm{R} \rightarrow \mathrm{S}_{2}, \mathrm{~S}_{2} \rightarrow \mathrm{R}, \mathrm{R}_{\text {sum }}$ |
| 7 | $\left(\max \{Y, T\}, 1-k_{\mathrm{R}}^{2} x\right)$ | $\mathrm{S}_{1} \rightarrow \mathrm{R}, \mathrm{R} \rightarrow \mathrm{S}_{2}, \mathrm{~S}_{2} \rightarrow \mathrm{R}$ |

Proof 1) When $1-k_{1}^{2} x \leqslant 0$ or $\lambda-k_{\mathrm{R}}^{2} y \leqslant 0$ or $1-\lambda-$ $k_{\mathrm{R}}^{2} x \leqslant 0$ or $1-k_{2}^{2} y \leqslant 0$ or $\left(1-k_{1}^{2} z \leqslant 0 \& 1-k_{2}^{2} z \leqslant 0\right)$, at least one of the five cases in Eqs. 23, 24, 25 always occurs, therefore $\mathrm{OP}=1$.
2) When all the above-stated conditions do not occur simultaneously, we can determine the OP as follows: let $\mathcal{P}_{\text {out }_{12}}=\operatorname{Pr}\{\mathcal{A}\}, \mathcal{P}_{\text {out }_{34}}=\operatorname{Pr}\{\mathcal{B}\}, P_{\text {out }_{5}}=\operatorname{Pr}\{\mathcal{C}\}$ with the events $\mathcal{A}, \mathcal{B}, \mathcal{C}$ defined as in Eq. 27, we have

$$
\begin{gather*}
\mathcal{P}_{\text {out }_{12}}=\left\{\begin{array}{l}
1-Q_{1}, \lambda \geqslant Y, \\
1-Q_{2}, \lambda<Y .
\end{array}\right.  \tag{39}\\
\mathcal{P}_{\text {out }_{34}}=\left\{\begin{array}{l}
1-Q_{3}, \lambda \leqslant Z, \\
1-Q_{4}, \lambda>Z .
\end{array}\right.  \tag{40}\\
x P_{\text {out }_{5}}=1-Q_{5} . \tag{41}
\end{gather*}
$$

Based on these equations, we can obtain the OP of the IBFD DF-TWR system given by Eq. 29. For detailed derivation, see Appendix A.

Remark To gain more insight about the system behavior, we derive the asymptotic expression of OP in the case of the transmit power is extremely large. Specifically, we consider the case that the three nodes are identical by setting $\mathcal{R}_{1}=\mathcal{R}_{2}=\mathcal{R}, k_{1}=k_{2}=k_{\mathrm{R}}=k, \Omega_{1}=\Omega_{2}=\Omega$, $\sigma_{\mathrm{RSI}_{1}}^{2}=\sigma_{\mathrm{RSI}_{2}}^{2}=\sigma_{\mathrm{RSI}}^{\mathrm{R}}, 2{ }_{\mathrm{RSI}}^{2}, \sigma_{1}^{2}=\sigma_{2}^{2}=\sigma_{\mathrm{R}}^{2}=\sigma^{2}$, $P_{1}=P_{\mathrm{R}}=P_{2}=P, \tilde{\Omega}_{1}=\tilde{\Omega}_{2}=\tilde{\Omega}_{\mathrm{R}}=\tilde{\Omega}$, and $\lambda=0.5$. These settings lead to $x=y, a_{12}=a_{34}=\Omega P\left(1-k^{2} x\right)$, $b_{12}=b_{34}=\Omega P k^{2} x, c_{12}=c_{34}=\Omega P\left(0.5-k^{2} x\right)$, $a_{5}=b_{5}=\Omega P\left(1-k^{2} z\right), t_{1}=t_{2}=t_{\mathrm{R}}=t=\sigma^{2}+\tilde{\Omega} P$. In addition, applying approximation of the exponent functions, i.e. $\exp (-x) \approx 1-x$ and $\exp (x) \approx 1+x$ when $x \rightarrow 0$, we can calculate the values of $Q_{1}, Q_{2}, Q_{3}, Q_{4}$, and $Q_{5}$ as follows

$$
\begin{align*}
Q_{1} & \approx \frac{a_{12}}{a_{12}+b_{12}}\left(1-\frac{x t_{\mathrm{R}}}{a_{12}}\right) \\
& =\left(1-k^{2} x\right)\left(1-\frac{x t}{\Omega P\left(1-k^{2} x\right)}\right) \tag{42}
\end{align*}
$$

$$
\begin{align*}
Q_{2} & \approx\left(1-\frac{y t_{1}}{c_{12}}\right)\left[1-\frac{b_{12}}{a_{12}+b_{12}}\left(1+\frac{x t_{\mathrm{R}} c_{12}-y t_{1} a_{12}}{b_{12} c_{12}}\right)\right] \\
& =\left(1-\frac{x t}{\Omega P\left(0.5-k^{2} x\right)}\right)\left(1-k^{2} x+\frac{0.5 x t}{\Omega P\left(0.5-k^{2} x\right)}\right), \tag{43}
\end{align*}
$$

$$
\begin{align*}
Q_{3} & \approx \frac{a_{34}}{a_{34}+b_{34}}\left(1-\frac{y t_{\mathrm{R}}}{a_{34}}\right) \\
& =\left(1-k^{2} x\right)\left(1-\frac{x t}{\Omega P\left(1-k^{2} x\right)}\right),  \tag{44}\\
Q_{4} & \approx\left(1-\frac{x t_{2}}{c_{34}}\right)\left[1-\frac{b_{34}}{a_{34}+b_{34}}\left(1+\frac{y t_{\mathrm{R}} c_{34}-x t_{2} a_{34}}{b_{34} c_{34}}\right)\right] \\
& =\left(1-\frac{x t}{\Omega P\left(0.5-k^{2} x\right)}\right)\left(1-k^{2} x+\frac{0.5 x t}{\Omega P\left(0.5-k^{2} x\right)}\right), \tag{45}
\end{align*}
$$

$$
\begin{align*}
Q_{5} & \approx\left(1+\frac{z t_{\mathrm{R}}}{a_{5}}\right)\left(1-\frac{z t_{\mathrm{R}}}{a_{5}}\right) \\
& =\left(1+\frac{z t}{\Omega P\left(1-k^{2} z\right)}\right)\left(1-\frac{z t}{\Omega P\left(1-k^{2} z\right)}\right) \tag{46}
\end{align*}
$$

In the case the transmit power is extremely large, i.e. $P \rightarrow \infty$, we have

$$
\begin{equation*}
\lim _{P \rightarrow \infty} Q_{1}=\lim _{P \rightarrow \infty} Q_{3}=\left(1-k^{2} x\right)\left(1-\frac{\tilde{\Omega} x}{\Omega\left(1-k^{2} x\right)}\right), \tag{47}
\end{equation*}
$$

$\lim _{P \rightarrow \infty} Q_{2}=\lim _{P \rightarrow \infty} Q_{4}$
$=\left(1-\frac{\tilde{\Omega} x}{\Omega\left(0.5-k^{2} x\right)}\right)\left(1-k^{2} x+\frac{0.5 \tilde{\Omega} x}{\Omega\left(0.5-k^{2} x\right)}\right)$
$\lim _{P \rightarrow \infty} Q_{5}=\left(1+\frac{\tilde{\Omega} z}{\Omega\left(1-k^{2} z\right)}\right)\left(1-\frac{\tilde{\Omega} z}{\Omega\left(1-k^{2} z\right)}\right)$.
As shown in above expressions, the values of $Q_{1}, Q_{2}$, $Q_{3}, Q_{4}$, and $Q_{5}$ in the high transmit power regime depend on the average channel gain $(\Omega)$, the SIC capability of FD device $(\tilde{\Omega})$, the HI factor $(k)$, and the minimum required
data rate $(x, z)$. Since $\Omega, \tilde{\Omega}, x, z, k$ are constants, the values of $Q_{1}, Q_{2}, Q_{3}, Q_{4}$, and $Q_{5}$ are constants in high transmit power. Thus, the OP is a constant in the high transmit power regime. In other word, the joint and cross-impacts of hardware impairments and RSI cause OP of the IBFD DF-TWR system saturated in the high SNR regime.

### 3.2 Throughput analysis

Throughput $\mathcal{T}$ of the system is defined as the ratio of the average number of packets successfully transmitted in a given time interval to the number of attempted transmissions [35]. The throughput of the IBFD DF-TWR system is expressed as
$\mathcal{T}=\mathcal{R}\left(1-\mathcal{P}_{\text {out }}\right)$,
where $\mathcal{R}$ is the nominal transmission rate (bit/s/Hz) and $\mathcal{P}_{\text {out }}$ is given in Eq. 29.

### 3.3 SEP analysis

The system SEP for a given modulation scheme is given by [9]:
$\mathrm{SEP}=\alpha \mathbb{E}\{Q(\sqrt{\beta \gamma})\}=\frac{\alpha}{\sqrt{2 \pi}} \int_{0}^{\infty} F\left(\frac{t^{2}}{\beta}\right) e^{-\frac{t^{2}}{2}} d t$,
where $Q(x)=\frac{1}{\sqrt{2 \pi}} \int_{x}^{\infty} e^{-t^{2} / 2} d t$ is the Gaussian function; $\gamma$ is the receive SINDR of the system; $\alpha$ and $\beta$ are decided by the modulation format, e.g, $\alpha=1, \beta=2$ for the binary phase-shift keying (BPSK) modulation, $\alpha=2, \beta=1$ for the quadrature phase-shift keying (QPSK) and 4-quadrature amplitude modulation (4-QAM) modulations [9]. $F(x)$ is the CDF of $\operatorname{SINDR}$. Thus, we have $F(x)=\mathcal{P}_{\text {out }}(x)$ which is determined using Eq. 29. If we set variable $y$ as a function of variable $x$ such as $y=g(x)$ and for $\mathcal{R}_{1}=1, \mathcal{R}_{2}=5$, we have $y=31 x$. Let $x=\frac{t^{2}}{\beta}$ we can obtain SEP given by
$\mathrm{SEP}=\frac{\alpha \sqrt{\beta}}{2 \sqrt{2 \pi}} \int_{0}^{\infty} \frac{e^{-\beta x / 2}}{\sqrt{x}} F(x) d x$.
Due to the complex expression of the OP in Eq. 29, it is not possible to simplify further the expression of the SEP in Eq. 52. However, the integration in Eq. 52 can be calculated using numerical calculation.

## 4 Optimal power allocation for the relay node

Since the system performance depends mainly on the power allocation factor $\lambda$ of the relay node it is desired to have
it optimized. In order to achieve this objective, we propose an optimal power allocation scheme for the relay node to minimize the system OP. The objective function for the optimal $\lambda^{*}$ is defined as follows
$\lambda^{*}=\arg \min _{\lambda} \mathcal{P}_{\text {out }}$.
Theorem 2 The optimal value $\lambda^{*}$ for minimizing OP of the IBFD DF-TWR system with hardware impairments is determined as follows
$\lambda^{*}=\left\{\begin{array}{lc}\min \{X, Z\}, & \text { for case } 1, \\ \min \{Y, Z\}, & \text { for case } 2, \\ (Y, Z), & \text { for case } 3, \\ \frac{\left(1-k_{\mathrm{R}}^{2} x\right) \sqrt{\Omega_{2} t_{1} y}+k_{\mathrm{R}}^{2} y \sqrt{\Omega_{1} t_{2} x}}{\sqrt{\Omega_{2} t_{1} y}+\sqrt{\Omega_{1} t_{2} x}}, & \text { for case } 4,5 \\ \max \{Y, Z\}, & \text { for case } 6, \\ \max \{Y, T\}, & \text { for case } 7,\end{array}\right.$

Proof From the exact OP expression in Eq. 29 we can find the minimal value of OP for $\lambda=Y$ for case 1 and case 2 . For case 3, since OP does not relate to $\lambda$, thus the value of $\lambda$ in Table 1 is the optimal value. In case 4 and 5 , since OP is a complicated function and it is not possible to find the exact value of $\lambda$, we resort to finding a sub-optimal value of $\lambda$. After some mathematical manipulations, we have $\lambda=$ $\frac{\left(1-k_{\mathrm{R}}^{2} x\right) \sqrt{\Omega_{2} t_{1} y}+k_{\mathrm{R}}^{2} y \sqrt{\Omega_{1} t_{2} x}}{\sqrt{\Omega_{2} t_{1} y}+\sqrt{\Omega_{1} t_{2} x}}$. In case 6 and case 7 , the minimal value of OP is $\lambda=Z$. For detailed derivations of proof, see Appendix B.

## 5 Numerical results and discussions

In this section, performances of the IBFD DF-TWR system in terms of OP and SEP are demonstrated using numerical results. In order to verify our analysis, simulation results are also provided. The impacts of both hardware impairments and RSI due to imperfect self-interference cancellation are characterized by channel response chains $\rho_{i}$ with mean values of $\Omega_{i}, i=1,2$. The system performance under the impact of hardware impairments is compared with that of the ideal one (i.e. $k_{1}=k_{2}=k_{\mathrm{R}}=0$ ) for various cases of RSI to see the degree of degradation. The effect of the power allocation on the system performance is also investigated. The system parameters used for investigation are taken from [5, 6, 20-23] and listed in Table 2 for ease of following.

Figure 2 shows the OP performance of the system versus the power allocation factor for $P_{1}=P_{2}=40 \mathrm{dBm}$, and 4 values of $P_{\mathrm{R}}$. The investigated threshold for the OP is set at $\mathcal{R}_{1}=\mathcal{R}_{2}=1 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$, from which we obtain $x=y=2^{1}-1=1$ and $z=x+y+x y=3$. The

Table 2 Parameter settings for analyzing the system performance

| Notation | Description | Fixed value | Varying range |
| :--- | :--- | :--- | :--- |
| SNR | Signal-to-noise ratio | 40 dB | $0 \sim 40 \mathrm{~dB}$ |
| $P_{i}$ | Average transmit power | 40 dBm | $10,20,30,40,50 \mathrm{dBm}$ |
| $\sigma_{i}^{2}$ | Variance of Gaussian noise | 1 | None |
| $\sigma_{\text {RSI }}^{i}$ |  | Variance of RSI value | 1 |
| $\tilde{\Omega}_{i}$ | SIC capability | -35 dB | None |
| $k$ | HI factor | 0.1 | $0 \sim 0.3$ |
| $\mathcal{R}$ | Minimum required data rate | $1 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ | $0 \sim 0.3$ |
| $\lambda$ | Power allocation factor | 0.5 | $2,3 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ |
| $(\alpha, \beta)$ | Modulation pair | $(1,2)$ | $0 \sim 1$ |

aggregate level of impairments is $k_{1}=k_{2}=k_{\mathrm{R}}=0.1$. The average channel gains are $\Omega_{1}=\Omega_{2}=1$. The RSI value is $\sigma_{\mathrm{RSI}_{1}}^{2}=\sigma_{\mathrm{RSI}_{2}}^{2}=\sigma_{\mathrm{RSI}_{\mathrm{R}}}^{2}=1$ and the variance of AWGN is $\sigma_{1}^{2}=\sigma_{2}^{2}=\sigma_{\mathrm{R}}^{2}=1$. The transmit power at the relay node is set to $P_{\mathrm{R}}=10,30,40$, and 50 dBm . Under this setup, the two terminal nodes play a similar role, leading to a symmetrical model which archives the best performance when the relay node allocates equal power to both sides (i.e. $\lambda=0.5$ ). This observation is in line with Theorem 2. For example, when $P_{\mathrm{R}}=40 \mathrm{dBm}$ we have $X=0.495 ; Y=1 ; Z=0 ; T=0.495$. Then, the value of $\lambda$ in the Table 1 is given by $(0.01,0)$ for case $1 ;(0.495,0)$ for case $2 ;(1,0)$ for case $3 ;(0.01,0.99)$ for cases 4 and 5 ; $(1,0.495)$ for case 6 ; and $(1,0.99)$ for case 7 . Since only the range $(0.01,0.99)$ is suitable for $\lambda$, so either case 4 or case 5 occurs. Moreover, Eq. 84 becomes $2 \lambda^{2}-2 \lambda+0.9812=0$. As this equation has no real root, only case 5 occurs and the optimal value of $\lambda$ in Eq. 54 is given by $\lambda^{*}=0.5$. It can be seen from the figure that when the relay transmit power is small, i.e. $P_{\mathrm{R}}=10 \mathrm{dBm}$, the impact of impairments is small


Fig. 2 The OP performance of the symmetric FD-DF two-way relay system versus power allocation factor
and thus performances of both the hardware impairment and ideal system are the same. However, when $P_{\mathrm{R}}$ increases, the impact of hardware impairments becomes more significant. At $P_{\mathrm{R}}=30 \mathrm{dBm}$, there is a significant gap between the two systems. When the relay power increases to $P_{\mathrm{R}}=40 \mathrm{dBm}$ while the power allocation is still effective for the ideal system, it has no effect on the hardware impairment one. At higher power, i.e. $P_{\mathrm{R}}=50 \mathrm{dBm}$, the system OP of both the systems becomes saturated due to RSI and the power allocation is no longer effective.

Figure 3 illustrates the OP of the asymmetric system with $P_{\mathrm{R}}=40 \mathrm{dBm}$. The threshold, RSI, and the variance of AWGN are the same as used in Fig. 2. The transmit power and distortion factor of the two terminal nodes are set different to explore the system performance under the asymmetrical model. The figure shows that the system performs better when the power difference between the two terminal nodes is small. For example, with the distortion factor $k_{1}=k_{2}=k_{\mathrm{R}}=0.1$ and the total transmit power $P_{1}+P_{2}=70 \mathrm{dBm}$, when the power difference is small,


Fig. 3 The OP performance of the asymmetric FD-DF two-way relay system versus power allocation factor
i.e. $P_{1}=30 \mathrm{dBm}, P_{2}=40 \mathrm{dBm}$, the OP performance is much better than the case with larger difference, i.e. $P_{1}=50 \mathrm{dBm}, P_{2}=20 \mathrm{dBm}$. When the evaluation parameters at the relay node are fixed and the transmit power and the distortion factor at the two terminal nodes increase, e.g. $P_{1}=40 \mathrm{dBm}, P_{2}=30 \mathrm{dBm}$, and $k_{1}=0.08$, $k_{2}=0.12$, the OP performance of the system with hardware impairments exhibits a certain level of improvement. The reason is due to the fact that increasing the transmit power and decreasing the distortion factor of node $S_{1}$, and decreasing the transmit power and increasing the distortion factor at node $S_{2}$ cause the hardware impairments to decrease. On the other hand, since high transmit power is used in Figs. 2 and 3, HI and RSI cause the OP of IBFD DFTWR system to become saturated in the high SNR regime. This phenomenon is justified because $Q_{1}, Q_{2}, Q_{3}, Q_{4}$, and $Q_{5}$ are constants (refer to Eqs. 47, 48, and 49) leading to the OP is also a constant in high transmit power.

Figure 4 plots the OP performance of the considered system versus average SNR where SNR is defined as $\mathrm{SNR}=\frac{P_{i}}{\sigma_{i}^{2}}, i=1,2, \mathrm{R}$. Two thresholds, i.e. $\mathcal{R}_{1}=\mathcal{R}_{2}=1$ and $\mathcal{R}_{1}=\mathcal{R}_{2}=2 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ are used for investigation. The HI factor is fixed at $k_{1}=k_{2}=k_{\mathrm{R}}=0.1$ for small impairments. We investigate the impact of imperfect full duplexing for two cases, i.e. $\sigma_{\mathrm{RSI}_{1}}^{2}=\sigma_{\mathrm{RSI}_{2}}^{2}=\sigma_{\mathrm{RSI}_{\mathrm{R}}}^{2}=1$ and $\tilde{\Omega}_{1}=\tilde{\Omega}_{2}=\tilde{\Omega}_{\mathrm{R}}=\tilde{\Omega}=-35 \mathrm{~dB}$. It is immediately realized that the performances of the perfect and impairment systems are the same at the low SNR regime, i.e. smaller than 15 dB . This means that the impact of hardware impairments can be neglected. However, for high SNR values this impact becomes profound, making the OP plots of the hardware impairment systems become saturated very soon. In the first RSI scenario ( $\sigma_{\mathrm{RSI}_{1}}^{2}=\sigma_{\mathrm{RSI}_{2}}^{2}=\sigma_{\mathrm{RSI}_{\mathrm{R}}}^{2}=1$ ), since RSI
is fixed when power of all nodes increases, the impact of RSI is higher in the low SNR regime and becomes lesser at high SNR. However, in the second RSI scenario, the impact of the RSI is stronger at high SNR due to the fact that $\sigma_{\mathrm{RSI}_{i}}^{2}=\tilde{\Omega}_{i} P_{i}(i=1,2, \mathrm{R})$ leading to the outage floor appears sooner even for the ideal hardware system. Particularly, when SNR $>20 \mathrm{~dB}$ the OP performance of the HI system slightly increases and reaches the outage floor at $\mathrm{SNR}=40 \mathrm{~dB}$. On the other hand, the outage floor of the two RSI scenarios is the same because due to significant impact of HI on the system performance. Under the considered case, the impact of HI on the OP performance is stronger than that of RSI.

Figure 5 illustrates the impact of both RSI and HI on the OP performance. The two values used for investigation are $\lambda=0.5$ and $\operatorname{SNR}=40 \mathrm{~dB}$. The value ranges of the distortion factor $k$ and $\tilde{\Omega}$ are respectively given by $k_{\tilde{\sim}}=$ $k_{2}=k_{\mathrm{R}}=k \in[0,0.3]$ and $\tilde{\Omega}_{1}=\tilde{\Omega}_{2}=\tilde{\Omega}_{\mathrm{R}}=\tilde{\Omega} \in$ [0, 0.3]. It is noted that performance at $k=0$ and $\tilde{\Omega}=0$ corresponds to the case of the ideal hardware HD system. The figure clearly shows the strong impact of both RSI and HI on the OP of the system. Moreover, HI has more impact on the outage performance than RSI does.

Figure 6 shows the throughput characteristics of the system versus the power allocation factor $\lambda$ for 3 typical transmission rates $\mathcal{R}=1,2,3 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$. The following parameters are used for investigation: $P_{1}=P_{2}=P_{\mathrm{R}}=$ $30 \mathrm{dBm}, \sigma_{\mathrm{RSI}_{1}}^{2}=\sigma_{\mathrm{RSI}_{2}}^{2}=\sigma_{\mathrm{RSI}_{\mathrm{R}}}^{2}=1$ and $k_{1}=k_{2}=$ $k_{R}=0.1$. The figure shows that HI decreases the system throughput significantly, in particular at high transmission rates. For example, at $\mathcal{R}=2 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$, it causes the throughput to decrease by $0.1 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ and the attained transmission efficiency is $90 \%$. However, this performance


Fig. 5 The OP performance versus the distortion factor $k$; SNR $=$ 40 dB

Fig. 4 The OP performance of the system versus SNR with fixed distortion factor and RSI



Fig. 6 The throughput of the system versus the power allocation factor $\lambda$ for the different $\mathcal{R}$
loss increases to almost $0.5 \mathrm{bit} / \mathrm{s} / \mathrm{Hz}$ leaving the system to achieve the transmission efficiency of only $80 \%$.

Figure 7 represents the SEP performance of the considered system versus the average SNR. In this figure, the analytical curves are plotted using Eq. 52, while the marker symbols show the results obtained by Monte Carlo simulations. We set $\tilde{\Omega}_{i}=-35 \mathrm{~dB}$ and three levels of distortion factor as $k=0.08,0.11,0.15$. The figure shows clearly the impact of HI on the SEP performance. For all three distortion factors, the SEP curves get saturated very early to an error floor above $4 \times 10^{-3}$. It can also be seen that for the HI systems, increasing the SNR to more than 25 dB does not help to attain better SEP performance.


Fig. 7 The SEP performance of the system versus the average SNR

## 6 Conclusions

In this paper, we have presented a detailed performance analysis of the IBFD decode-and-forward TWR system with transceiver impairments. Using mathematical analyses, we have derived the closed-form expressions for the three important performance measures including OP, system throughput and SEP. Performances of the system under various effects of HI and RSI were investigated using numerical calculations. It was shown that both HI and RSI have a strong impact on the system performance. Under these impacts, the system becomes saturated at high SNR regime. HI was also seen to have a stronger influence than RSI does. Although power allocation can help to improve the system performance, it is only effective for small relay transmit power such as $P_{R} \leq 40 \mathrm{~dB}$. It is clear that in order to maintain an acceptable level of performance the relay needs to operate at low transmit power level. As a result, the network coverage of the IBFD decode-and-forward TWR system with HI is smaller than that with the ideal hardware and more relays are expected to be employed to attain the same communication range.

## Appendix A: Detailed derivation of Theorem 1

1) Consider the case when $1-k_{1}^{2} x \leqslant 0$ or $\lambda-k_{\mathrm{R}}^{2} y \leqslant 0$ or $1-\lambda-k_{\mathrm{R}}^{2} x \leqslant 0$ or $1-k_{2}^{2} y \leqslant 0$ or $\left(1-k_{1}^{2} z \leqslant\right.$ $0 \& 1-k_{2}^{2} z \leqslant 0$ ), at least one of the five cases in Eq. 23, Eqs. 24, and 25 always occurs; therefore, $\mathcal{P}_{\text {out }}=1$. For example, consider the probability of the first case in Eq. 23:

$$
\begin{align*}
& \operatorname{Pr}\left\{\gamma_{\mathrm{S}_{1} \mathrm{R}}<x\right\}=\operatorname{Pr}\left\{\frac{\rho_{1} P_{1}}{\sigma_{\mathrm{R}}^{2}+\sigma_{\mathrm{RSI}_{\mathrm{R}}}^{2}+\rho_{1} k_{1}^{2} P_{1}+\rho_{2} k_{2}^{2} P_{2}}<x\right\}  \tag{55}\\
& =\operatorname{Pr}\left\{\rho_{1} P_{1}\left(1-k_{1}^{2} x\right)<t_{\mathrm{R}} x+\rho_{2} P_{2} k_{2}^{2} x\right\} .
\end{align*}
$$

When $1-k_{1}^{2} x \leqslant 0$, we always have $\rho_{1} P_{1}\left(1-k_{1}^{2} x\right)<$ $t_{\mathrm{R}} x+\rho_{2} P_{2} k_{2}^{2} x$. Thus, $\operatorname{Pr}\left\{\gamma_{\mathrm{S}_{1} \mathrm{R}}<x\right\}=1$. Therefore, OP of the system is given by $\mathcal{P}_{\text {out }}=1$,
2) When all the conditions in 1) do not occur simultaneously, $\mathcal{P}_{\text {out }}$ is derived as follows:
a) When $1-k_{1}^{2} x>0$ and $\lambda-k_{\mathrm{R}}^{2} y>0$
$\mathcal{P}_{\text {out }_{12}}=\int_{0}^{\infty} \operatorname{Pr}\left\{\rho_{1}<\max \left(A_{1}, A_{2}\right)\right\} f_{\rho_{2}}\left(\rho_{2}\right) d \rho_{2}$.
where
$A_{1}=\frac{t_{\mathrm{R}} x+\rho_{2} P_{2} k_{2}^{2} x}{P_{1}\left(1-k_{1}^{2} x\right)}, A_{2}=\frac{t_{1} y}{P_{\mathrm{R}}\left(\lambda-k_{\mathrm{R}}^{2} y\right)}$.
To determine the $\mathcal{P}_{\text {out }_{12}}$ from Eq. 56, we consider the case $A_{1}>A_{2}$, thus
$\frac{t_{\mathrm{R}} x+\rho_{2} P_{2} k_{2}^{2} x}{P_{1}\left(1-k_{1}^{2} x\right)}>\frac{t_{1} y}{P_{\mathrm{R}}\left(\lambda-k_{\mathrm{R}}^{2} y\right)}$.
Therefore, we have
$\rho_{2}>\frac{P_{1} t_{1} y\left(1-k_{1}^{2} x\right)-P_{\mathrm{R}} t_{\mathrm{R}} x\left(\lambda-k_{\mathrm{R}}^{2} y\right)}{P_{\mathrm{R}} P_{2} k_{2}^{2} x\left(\lambda-k_{\mathrm{R}}^{2} y\right)}$.
Set
$A_{12}=\frac{P_{1} t_{1} y\left(1-k_{1}^{2} x\right)-P_{\mathrm{R}} t_{\mathrm{R}} x\left(\lambda-k_{\mathrm{R}}^{2} y\right)}{P_{\mathrm{R}} P_{2} k_{2}^{2} x\left(\lambda-k_{\mathrm{R}}^{2} y\right)}$,
if $\rho_{2}>A_{12}$, then $A_{1}>A_{2}$, otherwise we have $A_{1} \leqslant A_{2}$. Thus, the expression (56) becomes

$$
\begin{align*}
\mathcal{P}_{\text {out }_{12}}= & \int_{0}^{A_{12}} \operatorname{Pr}\left\{\rho_{1}<A_{2}\right\} f_{\rho_{2}}\left(\rho_{2}\right) d \rho_{2}  \tag{61}\\
& +\int_{A_{12}}^{\infty} \operatorname{Pr}\left\{\rho_{1}<A_{1}\right\} f_{\rho_{2}}\left(\rho_{2}\right) d \rho_{2}
\end{align*}
$$

We now consider the condition for $A_{12}$ to derive the closed-form expression for Eq. 61.

- If $A_{12} \leqslant 0$, then
$\lambda \geqslant k_{\mathrm{R}}^{2} y+\frac{P_{1} t_{1} y\left(1-k_{1}^{2} x\right)}{P_{\mathrm{R}} t_{\mathrm{R}} x}=Y$.
Thus, the expression (61) becomes

$$
\begin{gather*}
\mathcal{P}_{\text {out }_{12}}=\int_{0}^{\infty} \operatorname{Pr}\left\{\rho_{1}<A_{1}\right\} f_{\rho_{2}}\left(\rho_{2}\right) d \rho_{2}  \tag{63}\\
=1-Q_{1}
\end{gather*}
$$

It is noted that the expression (63) is OP of the link from $S_{1}$ to $R$.

- If $A_{12}>0$ then $\lambda<Y$.

Thus, we can calculate the two integrals in Eq. 61 numerically as follows:

$$
\begin{align*}
& \mathcal{P}_{\text {out }_{12}}=\int_{0}^{A_{12}} \operatorname{Pr}\left\{\rho_{1}<A_{2}\right\} f_{\rho_{2}}\left(\rho_{2}\right) d \rho_{2}  \tag{64}\\
& \quad+\int_{A_{12}}^{\infty} \operatorname{Pr}\left\{\rho_{1}<A_{1}\right\} f_{\rho_{2}}\left(\rho_{2}\right) d \rho_{2}=1-Q_{2}
\end{align*}
$$

It is noted that expression (64) is OP of the links from R to $S_{1}$ and from $S_{1}$ to $R$. This differs from the ideal hardware system. For the ideal hardware system $\left(k_{1}=k_{2}=k_{\mathrm{R}}=0\right)$ and expression (64) becomes OP of only the outage link from R to $\mathrm{S}_{1}$.

Combining (63) with Eq. 64 we have OP of the links from $S_{1}$ to $R$ and from $R$ to $S_{1}$ as follows:
$\mathcal{P}_{\text {out }_{12}}=\left\{\begin{array}{l}1-Q_{1}, \lambda \geqslant Y, \\ 1-Q_{2}, \lambda<Y .\end{array}\right.$
b) When $1-\lambda-k_{\mathrm{R}}^{2} x>0$ and $1-k_{2}^{2} y>0$, using the similar method, we have
$\mathcal{P}_{\text {out }_{34}}=\int_{0}^{\infty} \operatorname{Pr}\left\{\rho_{2}<\max \left(A_{3}, A_{4}\right)\right\} f_{\rho_{1}}\left(\rho_{1}\right) d \rho_{1}$
where
$A_{3}=\frac{t_{\mathrm{R}} y+\rho_{1} P_{1} k_{1}^{2} y}{P_{2}\left(1-k_{2}^{2} y\right)}, A_{4}=\frac{t_{2} x}{P_{\mathrm{R}}\left(1-\lambda-k_{\mathrm{R}}^{2} x\right)}$.

Therefore, OP of the links from $S_{2}$ to $R$ and from $R$ to $S_{2}$ are defined as follows
$\mathcal{P}_{\text {out }_{34}}=\left\{\begin{array}{l}1-Q_{3}, \lambda \leqslant Z, \\ 1-Q_{4}, \lambda>Z .\end{array}\right.$
When $\lambda \leqslant Z$ we have $\mathcal{P}_{\text {out }_{34}}=1-Q_{3}$ for the link from $S_{2}$ to $R$, and when $\lambda>Z$ we have $\mathcal{P}_{\text {out }}^{34}$ $=1-Q_{4}$ accounting for both the links from $\mathrm{S}_{2}$ to R and from R to $\mathrm{S}_{2}$.
c) When the two conditions $1-k_{1}^{2} z \leqslant 0$ and $1-k_{2}^{2} z \leqslant 0$ are not simultaneously satisfied, we have:

$$
\begin{equation*}
\mathcal{P}_{\text {out }_{5}}=\operatorname{Pr}\{\mathcal{C}\}=\operatorname{Pr}\left\{\gamma_{\text {sum }}<z\right\} \tag{69}
\end{equation*}
$$

Thus
$\mathcal{P}_{\text {out }_{5}}=\operatorname{Pr}\left\{\rho_{1} P_{1}\left(1-k_{1}^{2} z\right)+\rho_{2} P_{2}\left(1-k_{2}^{2} z\right)<t_{\mathrm{R}} z\right\}$.
Therefore,
$\mathcal{P}_{\text {out }}=1-Q_{5}$.
Note that $Q_{i}, i=1 \div 5$ in Eqs. 65, 68, and 71 are defined in Eqs. 30, 31, 32, 33, and 34, respectively. Combining (65), (68), and (71), and applying the following theorem in [36]:

$$
\begin{array}{r}
\operatorname{Pr}\{\mathcal{A} \cup \mathcal{B} \cup \mathcal{C}\}=\operatorname{Pr}\{\mathcal{A}\}+\operatorname{Pr}\{\mathcal{B}\}+\operatorname{Pr}\{\mathcal{C}\}-\operatorname{Pr}\{\mathcal{A} \cap \mathcal{B}\} \\
-\operatorname{Pr}\{\mathcal{A} \cap \mathcal{C}\}-\operatorname{Pr}\{\mathcal{B} \cap \mathcal{C}\}+\operatorname{Pr}\{\mathcal{A} \cap \mathcal{B} \cap \mathcal{C}\} \tag{72}
\end{array}
$$

we can derive the exact expression of OP.

For example, for the outage links from $\mathrm{R} \rightarrow \mathrm{S}_{1}$, and from $S_{1} \rightarrow R$, and from $S_{2} \rightarrow R$ (case 1 in Table 1), the following conditions must be simultaneously satisfied

$$
\left\{\begin{array}{c}
1-k_{1}^{2} x>0  \tag{73}\\
\lambda-k_{\mathrm{R}}^{2} y>0 \\
1-\lambda-k_{\mathrm{R}}^{2} x>0 \\
1-k_{2}^{2} y>0 \\
\lambda<k_{\mathrm{R}}^{2} y+\frac{P_{1} t_{1} y\left(1-k_{1}^{2} x\right)}{P_{\mathrm{R}} t_{\mathrm{R}} x}=Y \\
\lambda \leqslant 1-k_{\mathrm{R}}^{2} x-\frac{P_{2} t_{2} x\left(1-k_{2}^{2} y\right)}{P_{\mathrm{R}} t_{\mathrm{R}} y}=Z
\end{array} .\right.
$$

Therefore, the condition for power allocation factor $\lambda$ becomes

$$
\left\{\begin{array}{c}
\lambda>k_{\mathrm{R}}^{2} y  \tag{74}\\
\lambda<Y \\
\lambda \leqslant Z
\end{array}\right.
$$

where the conditions $1-k_{1}^{2} x>0$ and $\lambda-k_{\mathrm{R}}^{2} y>0$ are to guarantee that $\mathcal{P}_{\text {out }_{12}} \neq 1$ and Eq. 65 occurs; the conditions $1-\lambda-k_{\mathrm{R}}^{2} x>0$ and $1-k_{2}^{2} y>0$ are for $\mathcal{P}_{\text {out }_{34}} \neq 1$ and Eq. 68 occurs; the condition
$\lambda<k_{\mathrm{R}}^{2} y+\frac{P_{1} t_{1} y\left(1-k_{1}^{2} x\right)}{P_{\mathrm{R}} t_{\mathrm{R}} x}=Y$
is the the links from $R \rightarrow S_{1}$ and $S_{1} \rightarrow R$, which is determined using Eq. 65; the condition
$\lambda \leqslant 1-k_{\mathrm{R}}^{2} x-\frac{P_{2} t_{2} x\left(1-k_{2}^{2} y\right)}{P_{\mathrm{R}} t_{\mathrm{R}} y}=Z$
is for the link from $S_{2} \rightarrow R$, which is determined using Eq. 68. When all these conditions simultaneously occur, we can determine the condition $\mathcal{P}_{\text {out }_{5}}=0$ for $\gamma_{\text {sum }} \geqslant z$ (i.e. outage does not occur). Therefore, the value of power allocation factor $\lambda$ is determined as follows
$\rho_{1} P_{1}\left(1-k_{1}^{2} z\right)+\rho_{2} P_{2}\left(1-k_{2}^{2} z\right) \geqslant t_{\mathrm{R}} z$.
After some straightforward manipulations, we get
$\lambda \leqslant k_{\mathrm{R}}^{2} y+\frac{P_{1} t_{1} y\left[1-k_{2}^{2} y-k_{1}^{2}(z-y)\right]}{P_{\mathrm{R}} t_{\mathrm{R}}(z-y)}=X$.
Combining these conditions (i.e. Eqs. 74 and 78), we have $k_{\mathrm{R}}^{2} y<\lambda<\min \{X, Y, Z\}$. Since $X<Y$, we have Case 1 in Table 1. When the reverse case in Eq. 78 occurs, it means $\lambda>X$, combining with Eq. 74, we obtain Case 2 in Table 1. Considering Case 3, the condition of $\lambda$ for that
outage occurs in the links from $S_{1} \rightarrow R$, and $S_{2} \rightarrow R$ is as follows

$$
\left\{\begin{array}{c}
\lambda-k_{\mathrm{R}}^{2} y>0  \tag{79}\\
1-\lambda-k_{\mathrm{R}}^{2} x>0 \\
\lambda \geqslant Y \\
\lambda \leqslant Z
\end{array}\right.
$$

Since
$Y=k_{\mathrm{R}}^{2} y+\frac{P_{1} t_{1} y\left(1-k_{1}^{2} x\right)}{P_{\mathrm{R}} t_{\mathrm{R}} x}>k_{\mathrm{R}}^{2} y$,
and
$Z=1-k_{\mathrm{R}}^{2} x-\frac{P_{2} t_{2} x\left(1-k_{2}^{2} y\right)}{P_{\mathrm{R}} t_{\mathrm{R}} y}<1-k_{\mathrm{R}}^{2} x$.
Therefore, the condition that outage occurs in the links from $S_{1} \rightarrow R$, and $S_{2} \rightarrow R$ is determined as follows
$Y \leqslant \lambda \leqslant Z$.
Under this condition, expression (25) is always satisfied and $\mathcal{P}_{\text {out }} \neq 0$. Therefore, we have case 3 . Due to this reason, we do not have scenario that outage occurs from $S_{1} \rightarrow R, S_{2} \rightarrow R$ but does not occur at $R_{\text {sum }}$. The remaining cases can be determined by the same method. Note that since $T>Z$ so we always have $\max \{Y, Z, T\}=\max \{Y, T\}$ in case 7. Therefore, we have the result for this case. For case 4 and case 5, there is the same selection range $\lambda$ but for each specific value of $\lambda$, only one of the two cases occurs. To have the outage links from $\mathrm{R} \rightarrow \mathrm{S}_{1}, \mathrm{~S}_{1} \rightarrow \mathrm{R}, \mathrm{R} \rightarrow \mathrm{S}_{2}$ and $S_{2} \rightarrow \mathrm{R}$ the condition of $\lambda$ must be satisfied:

$$
\left\{\begin{array}{c}
\lambda-k_{\mathrm{R}}^{2} y>0  \tag{83}\\
\lambda<Y \\
1-\lambda-k_{\mathrm{R}}^{2} x>0 \\
\lambda>Z
\end{array}\right.
$$

Thus, the condition $\max \left(k_{\mathrm{R}}^{2} y, Z\right)<\lambda<\min \left(1-k_{\mathrm{R}}^{2} x, Y\right)$ is the value of $\lambda$ to outage links from from $\mathrm{R} \rightarrow \mathrm{S}_{1}, \mathrm{~S}_{1} \rightarrow$ $R, R \rightarrow S_{2}$ and $S_{2} \rightarrow R$. To check the outage link at $\mathrm{R}_{\text {sum }}$ to choose case 4 or case 5 , we need to determine the specific value of $\lambda$. After some transform, we get a quadratic equation, depending on the value of the roots of the quadratic equation
$a \lambda^{2}+b \lambda+c=0$
to determine exactly case 4 or case 5 , where $a=P_{\mathrm{R}} t_{\mathrm{R}} z$, $b=P_{2} t_{2} x\left(1-k_{2}^{2} z\right)-P_{1} t_{1} y\left(1-k_{1}^{2} z\right)-P_{\mathrm{R}} t_{\mathrm{R}} z\left(1-k_{\mathrm{R}}^{2} x+k_{\mathrm{R}}^{2} y\right)$, and $c=P_{1} t_{1} y\left(1-k_{1}^{2} z\right)\left(1-k_{\mathrm{R}}^{2} x\right)-P_{2} t_{2} x k_{\mathrm{R}}^{2} y\left(1-k_{2}^{2} z\right)+$ $P_{\mathrm{R}} t_{\mathrm{R}} z k_{\mathrm{R}}^{2} y\left(1-k_{\mathrm{R}}^{2} x\right)$. If the quadratic equation has no real roots or it has exactly one real root, we have $\mathcal{P}_{\text {out }}=0$. Combining with the condition above, we have case 5. If the quadratic equation has two distinct real roots $\lambda_{1}, \lambda_{2}$, with $\lambda_{1}<\lambda<\lambda_{2}$ then $\mathcal{P}_{\text {out }_{5}} \neq 0$. Thus, with this value of $\lambda$ combining with the condition above, we have case 4 . If
the value of $\lambda$ changes, it means $\lambda<\lambda_{1}$ or $\lambda>\lambda_{2}$, then $\mathcal{P}_{\text {out }}=0$, combining with the condition above, we have case 5.

When $k_{1}=k_{2}=k_{\mathrm{R}}=0$, this system becomes an ideal hardware system, and the expression (29) becomes expression (14) in [5] and expression (19) in [6]. Thus, Table 1 in this paper becomes the Table I in [5] and the Table III in [6].

## Appendix B

This appendix provide the detail for the optimal value of power allocation factor $\lambda$ to minimize the OP of the system in the Theorem 2. Set $f(\lambda)=\mathcal{P}_{\text {out }}$ and use the derivation of the $f(\lambda)$ respect to $\lambda$. For conveniently, we find the derivation of the sub-function in the OP as follows
$a_{12}^{\prime}=b_{12}^{\prime}=0, a_{34}^{\prime}=b_{34}^{\prime}=0, a_{5}^{\prime}=b_{5}^{\prime}=0, c_{12}^{\prime}=$ $\Omega_{1} P_{\mathrm{R}}, c_{34}^{\prime}=-\Omega_{2} P_{\mathrm{R}}$,
$Q_{1}^{\prime}=Q_{3}^{\prime}=Q_{5}^{\prime}=0 ;$
$Q_{2}^{\prime}=\frac{\Omega_{1} P_{\mathrm{R}} t_{1} y}{c_{12}^{2}} \exp \left(\frac{-t_{1} y}{c_{12}}\right)\left[1-\exp \left(\frac{x t_{\mathrm{R}} c_{12}-y t_{1} a_{12}}{b_{12} c_{12}}\right)\right] ;$
$Q_{4}^{\prime}=\frac{\Omega_{2} P_{\mathrm{R}} t_{2} x}{c_{34}^{2}} \exp \left(\frac{-t_{2} x}{c_{34}}\right)\left[1-\exp \left(\frac{y t_{\mathrm{R}} c_{34}-x t_{2} a_{34}}{b_{34} c_{34}}\right)\right]$.

In case 1, we have:
$f^{\prime}(\lambda)=-Q_{2}^{\prime} Q_{3}-Q_{2} Q_{3}^{\prime}=-Q_{2}^{\prime} Q_{3}$.
Thus, $f^{\prime}(\lambda)=0$ when $1-\exp \left(\frac{x t_{\mathrm{R}} c_{12}-y t_{1} a_{12}}{b_{12} c_{12}}\right)=0$. After some manipulations, we get $\lambda=Y$. When $\lambda<Y$ lead to $Q_{2}^{\prime}>0$, so $f^{\prime}(\lambda)<0$. When $\lambda>Y$, we have $f^{\prime}(\lambda)>0$. Therefore, $\lambda=Y$ is the optimal value of $\lambda$ to minimize the OP in case 1. Combine with the condition in the Table 1, we get case 1 in Eq. 54.

In case 2 , similarly case 1 , we have
$f^{\prime}(\lambda)=-Q_{2}^{\prime} Q_{3} Q_{5}-Q_{2} Q_{3}^{\prime} Q_{5}-Q_{2} Q_{3} Q_{5}^{\prime}=-Q_{2}^{\prime} Q_{3} Q_{5}$.

From Eq. 89, the optimal value of the power allocation factor is $\lambda=Y$. Combine with the condition in the Table 1, we get case 2 in Eq. 54.

In case 3 , we always have $f^{\prime}(\lambda)=0$. So the value of $\lambda$ in the Table 1 is the optimal value.

In case 4, we find the sub-optimal power allocation for the OP. Firstly, we rewrite the OP in case 4 as follows

$$
\begin{align*}
\mathrm{OP} & =1-Q_{2} Q_{4} Q_{5}=1-\exp \left(-\frac{t_{1} y}{c_{12}}-\frac{t_{2} x}{c_{34}}\right) Q_{5} \\
& \times\left[1-\frac{b_{12}}{a_{12}+b_{12}} \exp \left(\frac{x t_{\mathrm{R}} c_{12}-y t_{1} a_{12}}{b_{12} c_{12}}\right)\right] \\
& \times\left[1-\frac{b_{34}}{a_{34}+b_{34}} \exp \left(\frac{y t_{\mathrm{R}} c_{34}-x t_{2} a_{34}}{b_{34} c_{34}}\right)\right] . \tag{90}
\end{align*}
$$

From Eq. 90, the sup-optimal for the OP is the value of $\lambda$ to maximize $f_{4}=\exp \left(-\frac{t_{1} y}{c_{12}}-\frac{t_{2} x}{c_{34}}\right)$. After some mathematical manipulation, the critical point to maximize $f_{4}$ is
$\lambda=\frac{\left(1-k_{\mathrm{R}}^{2} x\right) \sqrt{\Omega_{2} t_{1} y}+k_{\mathrm{R}}^{2} y \sqrt{\Omega_{1} t_{2} x}}{\sqrt{\Omega_{2} t_{1} y}+\sqrt{\Omega_{1} t_{2} x}}$.
In case 5, similarly, we get the value of $\lambda$ as Eq. 91 .
In case 6, we have

$$
\begin{align*}
f^{\prime}(\lambda) & =-Q_{1}^{\prime} Q_{4} Q_{5}-Q_{1} Q_{4}^{\prime} Q_{5}-Q_{1} Q_{4} Q_{5}^{\prime} \\
& =-Q_{1} Q_{4}^{\prime} Q_{5} \tag{92}
\end{align*}
$$

Set $f^{\prime}(\lambda)=0$ to find the optimal value of $\lambda$, it is the root of $Q_{4}^{\prime}=0$ we have $1-\exp \left(\frac{y t_{R} c_{34}-x t_{2} a_{34}}{b_{34} c_{34}}\right)=0$. After some manipulations, the value $\lambda=Z$ is the root of $Q_{4}^{\prime}=0$. When $\lambda<Z$ lead to $Q_{4}^{\prime}>0$, so $f^{\prime}(\lambda)<0$. When $\lambda>Z$, we have $f^{\prime}(\lambda)>0$. Therefore, $\lambda=Z$ is the optimal value of $\lambda$ to minimize the OP in case 6. Due to the fact that, $T>Z$, so $\max \{Y, Z, T\}=\max \{Y, T\}$. Combine with the condition in the Table 1, we get case 6 in Eq. 54.

In case 7 , similarly case 6 , the optimal value of $\lambda$ is $\lambda=Z$. Therefore, the proof is completely.
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