
REVIEW
www.lpr-journal.org

Resolution Enhancement and Background Suppression in
Optical Super-Resolution Imaging for Biological
Applications

Chuankang Li, Vannhu Le, Xiaona Wang, Xiang Hao, Xu Liu, and Cuifang Kuang*

For decades, the spatial resolution of conventional far-field optical imaging
has been constrained due to the diffraction limit. The emergence of optical
super-resolution imaging has facilitated biological research in the nanoscale
regime. However, the existing super-resolution modalities are not feasible in
many biological applications due to weaknesses, like complex implementation
and high cost. Recently, various newly proposed techniques are advantageous
in the enhancement of the system resolution, background suppression, and
improvement of the hardware complexity so that the above-mentioned issues
could be addressed. Most of these techniques entail the modification of
factors, like hardware, light path, fluorescent probe, and algorithm, based on
conventional imaging systems. Particularly, subtraction technique is an easily
implemented, cost-effective, and flexible imaging tool which has been applied
in widespread utilizations. In this review, the principles, characteristics,
advances, and biological applications of these techniques are highlighted in
optical super-resolution modalities.

1. Introduction

Due to the diffraction limit, the resolution of conventional op-
tical microscopy in the far field is constrained to 𝜆/(2NA),[1]

where 𝜆 is the illumination wavelength and NA is the numerical
aperture of the image-capturing optics. Confocal laser scanning
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microscopy (CLSM) has been broadly
applied to 3D specimen analysis and
has become a routine tool for studying
samples in the life sciences with rela-
tively low out-of-focus background.[2,3]

The pointwise scanning scheme of
CLSM has improved spatial lateral
resolution by a factor of √2. Because
the dimensions of sub-cellular struc-
tures (like microfilament diameter),
organelles (like lysosomes), virus, and
proteins are normally beyond the resolv-
ing ability of conventional optics, the
demand for a higher spatial resolution
in optical microscopy has prompted
the development of optical super-
resolution imaging techniques that are
capable of breaking this optical barrier.[4]

As is well known, Abbe’s assump-
tion is based on the conditions of
linear light–matter interaction and

single-image acquisition.[5,6] In order to achieve a sharper point
spread function (PSF), patterned illumination is utilized in stim-
ulated emission depletionmicroscopy (STED), in which one laser
beam is modulated into doughnut-shaped profile featuring zero-
intensity at the center.[7] The molecules in the laser foci will
be registered to electron excited state due to the solid excita-
tion beam. With the employment of the ultrahigh power radi-
ation of doughnut-shaped beam, the molecules are quenched
everywhere except the very center of focal spot due to stimu-
lated emission effect.[8,9] STED microscopy is based on a con-
focal point-scanning scheme and a PSF-shrunken spot scans
the region of interest (ROI), thereby obtaining super-resolved
images. This strategy is quite enlightening that the two beams
rather conspicuously aim to discriminate between the twomolec-
ular energy states in order to discern the molecular neighbor-
hood in the proximity of the diffraction limit.[10] It should be
noted that STED microscopy is limited by the inherent high in-
tensity radiation which can potentially induce deleterious side
effects such as photobleaching or phototoxicity.[11–13] In addi-
tion, another non-negligible limitation is the problem of strong
background signals, mostly attributed to secondary excitation of
the depletion beam.[14–19] The requirement of special dyes for
STED is another drawback.[5] These disadvantages have given
rise to the development of other STED-like sub-diffracted opti-
cal imaging techniques, such as saturated absorption competi-
tion microscopy,[20] charge state depletion microscopy (CSD),[21]
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fluorescence quenching microscopy (FQM),[22] excited state sat-
uration microscopy (ESSat).[23]

Single-molecular localization microscopy (SMLM) is another
kind of super-resolution strategy that involves the exploita-
tion of molecular energy state differences and multiple-beam
illumination, including techniques like stochastic optical
reconstruction microscopy (STORM)[24] and photoactivated
localization microscopy (PALM).[25] Through sequential wide-
field illuminations, sparsely distributed molecules beyond the
diffraction limit, are registered in each illumination, yielding a
large quantity of image frames. Digital reconstruction of these
images results in super-resolved biological structures. However,
SMLM is constrained by disadvantages, like long acquisition
time and the special probe requirement. Structured illumination
microscopy (SIM) is an alternative based on patterned illumi-
nation and multiple-beam acquisition, which circumvents the
diffraction barrier by a factor of 2.[26] Using periodic patterns
with different illumination angles and polarization states, high
frequency information can be extracted via postprocessing.
However, this technique is costly due to expensive recording
electronics in order to achieve video-rate acquisition speed.[5]

Although the aforementioned super-resolution imaging tech-
niques are commercially available microscopic systems and are
amenable to biological imaging, each technique has associated
limitations which must be addressed before widespread applica-
tions. The drawbacks include highly complicated optical systems,
specialized dyes, expensive instrumentation, high power sources,
time-consuming data processing,[27] and the photodamage side-
effect.[9] In order to ameliorate super-resolution systems either
in resolution enhancement or SNR improvement, one or several
factors in the following are routinely involved in the modifica-
tion: hardware, light path, probes, and algorithm. For example,
by replacing the single detector with the detector array and us-
ing photon reassignment algorithm, total improvement in reso-
lution with a factor of 1.7 can be achieved compared with con-
focal microscopy.[6] Alternately, subtracting the confocal signals
at different pinhole sizes yields doubling of the attainable spa-
tial resolution with only minor modification of fluorescence de-
tection component.[28,29] One conspicuous approach takes advan-
tage of the physical expansion of fixed specimens using swellable
polymer networks, which further extends the spatial resolution
of SIM to ≈30 nm in visualization of microbial cytoskeleton
structures.[30] Again, the uncorrelated background normally con-
taminates the image quality and degrades the final SNR dur-
ing STED microscopic recording. The impact of photobleaching
would rather make it difficult to realize high contrast measure-
ment. By virtue of the background suppression techniques, like
time-gating,[14] multibeam scanning,[16] or signal modulation,[15]

background-free imaging becomes available. These approaches
involve reducing background noise and they are applicable to
other areas, like material sciences.[31] Deconvolution is another
effective type of digital image processing algorithm which can
provide good resolution enhancement up to a factor of 2 in STED
microscopy.[32] However, the resolution obtained by the deconvo-
lution process is strictly dependent on quality of the prior infor-
mation introduced in the algorithm, such as the sample morpho-
logical properties and the PSF.
For decades, subtraction technique has been considered as

a useful tool for enhancing spatial resolution and improving

signal-to-noise ratio (SNR) in the fluorescence optical imaging
system.[33] Note that almost all investigations related to differen-
tial techniques involve a subtraction between two or more corre-
sponding elements. For example, during the process of the sub-
traction or differential, two images are required based on two
different imaging conditions, such as two different illumination
beams or two different detectors. The crucial aspect is to identify
the differential elements (Table 1).[23] For example, in the time do-
main, lifetime distinction caused by high depletion intensity used
in STED imaging can be utilized to separate diffraction-limited
features.[17,34] In the intensity domain, two images acquired by
using a Gaussian beam and a doughnut-shaped beam, respec-
tively, can be processed based on intensity subtraction with cer-
tain coefficient values so that high-frequency signals can be ex-
tracted or background distribution can be suppressed.[35] Thus,
the subtraction of one image from the other using a normalized
subtraction coefficient yields an improved spatial resolution or
SNR.
To date, the subtracting technique has the following advan-

tages (Table 1). i) This technique is quite cost-effective compared
with some hardware-based strategies, because it only involves the
subtraction algorithm.[36] ii) The implementation is quite sim-
ple to be absent of precise realignment in light paths, so the re-
quired beam paths can be easily assembled in the laboratory.[37]

iii) This technique is more suitable for in vivo imaging since it
requires lower laser power, which minimizes photodamage of
living specimens.[38] iv) It is able to increase penetration depth,
especially in turbid tissues, like mouse brain.[39] v) No prior in-
formation is required in complexmorphological specimens.[5] vi)
Not constrained by special photoswitchable fluorophores, sub-
tractive method helps to achieve single molecule localization
imaging.[40] vii) It is advantageous for the removal of uncorre-
lated background, such as the autofluorescence in fluorescent
labeled biological samples.[41–44] viii) Additionally, this approach
can be applied to any laser scanning microscopy method, and is
particularly useful for label-free imaging, where the common su-
per resolutionmethods cannot be used.[45] Also, subtraction tech-
niques have been adapted to a wide variety of applications, such
as nanoscale 3Dmeasurement,[46–48] quantum sensing,[49,50] pho-
toacoustic imaging,[51,52] quantitative phase imaging,[53] lifetime
imaging,[54] expansion microscopy,[55] differential interference
contrast microscopy,[56] quantitative mass imaging, and so on.[57]

Currently, subtraction methods have also been widely utilized
to super-resolution microscopy and nonlinear optical imaging
(NLO).[58–63]

There are few works that focus on this topic and present
comprehensive discussions on this matter. As such, our work
provides a systematic study of subtraction methods in the super-
resolution imaging, including its theory, development, and appli-
cations (Figure S1, Supporting Information; Table 1), especially
for the biological imaging (Figure S2, Supporting Information).
The rest of this review is organized as several sections. Section 2
includes a discussion on several important concepts concerning
imaging. Section 3 highlights the characteristics and advances
of techniques that enhance resolution and reduce background
in super-resolution imaging. Some vital factors in subtractive
super-resolution imaging, like inorganic probes, acquisition
speed, and axial resolution enhancement, are also summarized.
Section 4 presents applications in other correlative imaging
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Table 1. Overview of the subtractive super-resolution imaging methods and their specific parameters.

Imaging
technique

a)
Subtractive method Equation

b)
Optimal
coefficient

Resolution
c)

2D/3D Advantage
d)

Disadvantage
d)

Application Reference

PSM Intensity subtraction Isub = Ibig − 𝛼Ismall

Isub = Ismall −
𝛼(Ibig − Ismall)
Isub = Ipass −

𝛼Iblock
IRingn = IRawn −

𝛼IRawn-1

0.76–0.88 1/3.3𝜆 2D,3D Resolution
enhancement

Low SNR Optical sectioning [28, 29, 69, 70,
234]

PMS Phase subtraction gsub = g1 − 𝛼g2
gsub =

gdot−𝛼gdark
DVAE = DC−DD

0.6–0.9 1/3.5𝜆 2D Extended depth of
field

Multiparameter
matching

Thick tissue
imaging

[78, 79, 235]

WSM Intensity subtraction FT(I2 − I1) =
FT(I2) − FT(I1)

/ / 2D High speed and
real time

/ Lensless coherent
imaging

[80]

ISM Pixel reassignment Isub = Icent − Iperi / 1/3.5𝜆 2D,3D Flexible Long acquisition
time

Thick tissue
imaging

[84, 87]

DA Pixel reassignment
Intensity

subtraction

hrec = hpr −
𝛼Ihollow

Isub = IISM −
𝛼Iwf

Isub = IISM,outer

− 𝛼Iouter

/ 1/4𝜆 2D,3D Capable to correct
aberration

Complexity in
detector array

Thick tissue
imaging

[91–93, 161]

vSAF Near-field detection
Intensity

subtraction

IvSAF = IUAF+SAF −
IUAF

/ 1/6.7𝜆 2D No need of
complex
excitation

/ Thick tissue
imaging

[81]

SO Phase subtraction gsub = g − 𝛼gPM 0.65–0.75 1/6𝜆 2D Decreased
background

noise

Nanoscale
accuracy
required

Low-sidelobe
biological
imaging

[231]

TIRF Near-field detection
Photobleaching of

dyes

I = In − In+1
(I = In − In+2)

/ 1/4𝜆 3D No constraint in
special dyes

Severe influence
of background

noise

Thick tissue
imaging

[83]

SSM Vectorial beam
Intensity

subtraction

Isub = (Ix+Iy)/2 −
𝛼|Ix − Iy|

Isub-AP = Iwf −
Iconf-AP

0.5–0.66 1/4𝜆 2D Only requirement
for linear

polarization

polarization-
sensitive

DNA fragment
observation

[95, 236]

SLAM Vectorial beam
Intensity

subtraction

ISLAM = Ibright −
𝛼Idark

/ 1/4.6𝜆 2D Label-free Sample drift in
live cell imaging

Compatible to
SHG, THG,

CARS

[96, 215]

cvFED Vectorial beam
Intensity

subtraction

Isub = Iflat − IHAP
Isub = IRP − IAP

0.4–0.5 1/4𝜆 2D Largely reduced
negative value

/ Living cell imaging [103, 237]

sFED Saturated
absorption
Intensity

subtraction

IsFED = Issolid−
𝛼Ishollow

Weighted 1/6𝜆 2D Largely reduced
negative value

High risk of
photodamage

Living cell
samples

[108]

fFED Pixel reassignment
Phase subtraction

I = IISM − 𝛼Iwf
I = IISM,outer −

𝛼Iouter
IFED = Isolid_blue
− 𝛼Ihollow_green
Irec(r’) = Ipr(r’)
− 𝛼Ihollow(r’)
IwfFED = Iwf −

𝛼Ilattice

0.95 1/10𝜆 2D,3D Reduced
deformation
Fast imaging
Prevention for
sample drifting

/ Dynamic
biological
imaging

[91, 156,
161–163]

3dFED Phase subtraction I3dFED = Ic − 𝛼Ixy
− 𝛾Iz

0.7–1 1/4𝜆 3D Axial resolution
enhancement

/ 3D living cell
imaging

(Continued)
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Table 1. Continued.

Imaging
technique

a)
Subtractive method Equation

b)
Optimal
coefficient

Resolution
c)

2D/3D Advantage
d)

Disadvantage
d)

Application Reference

SPCE-D Vectorial beam
Intensity

subtraction

IFED = Isolid−
𝛼Ihollow

IFED = Ioff-focus −
𝛼Ion-focus

IFED = IRP −
𝛼ICP

0.25 1/4𝜆 2D No need of
realignment

/ Morphological
imaging in

Nanomaterial

[71, 110–112]

CBS Intensity subtraction ICBS = IBB − ICB / 1/2.9𝜆 3D Low scattering Doubled light
exposure

Dynamic
biological
imaging

[99]

gSTED Lifetime separation I = Iopen − Iclose
I = IT1 − 𝛼IT2

/ 1/12𝜆 2D Easy
implementation

Hardware in
lifetime module

Dynamic
biological
imaging

[14, 18, 130]

SPLIT Lifetime separation I = Ilong − 𝛼Ishort
N1 = N − N2 −

NBKGD

0.5 / 2D No need of prior
information

Occurring on a
faster time scale

Dynamic
biological
imaging

[17, 34]

mod-STED Lock-in modulation Ilock-in = Idet −
IBKGD

/ / 2D No need of
postprocessing

/ Dynamic
biological
imaging

[15]

STEDD Multiple scanning
Intensity

subtraction

I = ISTED − 𝛼Isolid
I = ISTED −

Ihollow
I = ISTED1 −
𝛼ISTED2

2 1/8𝜆 2D,3D Decreased
uncorrelated
background

Signal loss Dynamic
biological
imaging

[16, 19, 35, 128,
132, 188]

SHRImP Photobleaching of
dyes

I = Ipre − Ipost
I = Ia1 − Ia2

/ 1/5𝜆 2D Advantageous in
densely-packed
dye region

CCD noise High-density
mapping of
features

[142, 143]

NALMS Photobleaching of
dyes

I3 = Iinterval3 − I2 −
I1

/ 1/50𝜆 2D Ultrahigh
resolution

CCD noise DNA mapping [144]

BaLM Photobleaching of
dyes

I = Ioff − Ipost (or I
= Ion − Ipre)

/ 1/8𝜆 2D No need of special
dyes

Increased overall
background

Multicolor
mapping

[146]

PiMP Photobleaching of
dyes

Dn(x,y) = 𝛼nIn −
In+1

/ 1/5.5𝜆 3D Fewer images
required

Slow timelapse
imaging

Multicolor 3D
imaging

[147]

eMSIM Phase subtraction Idiff = IGauss −
𝛼IDnut

0.6 1/5.6𝜆 2D Lower
phototoxicity

Doubled
acquisition time

Dynamic
biological
imaging

[153]

SPEM Saturated
absorption

Isub = Iwf − ISPEM / 1/8𝜆 2D,3D Cheap lasers High risk of
photobleaching

Semiconductors
imaging

[150, 151]

FND-BS Lifetime separation I = Ilong − Ishort
Ilock-in =
Imw_open −
Imw_close

Ilock-in =
Imag_close −
Imag_open

/ / 2D Decreased aut-
ofluorescence

/ Long-term in vivo
imaging.

[41, 43, 44,
195–197]

NIRES Saturated
absorption
Intensity

subtraction

Isub = Ig − 𝛼Id / 1/16𝜆 3D High reoslution / Deep tissue
imaging

[36, 37]

MANP Near-field detection Isub = Iconf − IdCSD / 1/4.8𝜆 2D Easy
implementation

Complexity in light
path

Quantum sensing [198]

DA-2P Intensity subtraction I = Iunaberrated −
Iaberrated

/ / 3D Low background Unsuitable for
sparse dye
region

Deep tissue
imaging

[59, 200]

2P-FED Intensity subtraction If = Ig − 𝛼Id Wighted 1/2.4𝜆 2D Enhanced spatial
resolution

Signal loss Biological
samples

[73]

(Continued)
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Table 1. Continued.

Imaging
technique

a)
Subtractive method Equation

b)
Optimal
coefficient

Resolution
c)

2D/3D Advantage
d)

Disadvantage
d)

Application Reference

SHG Intensity subtraction Isub = Ig − 𝛼Id 0.5 1/3.8𝜆 2D Resolution
improvement

Signal loss Biomedical
research

[63, 158]

THG Lock-in modulation Isub = Iw/o − I𝜋
Isub = I𝜋 − I𝜋/2

/ / 2D No response at
the wings

/ Quantum sensing [158]

CARS-D Vectorial beam
Intensity

subtraction

Isub = Ion_resonance
− Ioff-resonance
Isub = Ipeak −

Idip
Isub = Iconstructive

− Idestructive
Iresonant = I1 −

I2I1/2
ΔIas = Ias1 −

kMIas2

/ 1/2.7𝜆 2D Compatible to
nonlinear
imaging

Signal loss Multimodal
imaging

[60, 201,
208–210,
212-214]

DTA Intensity subtraction Idiff = Isolid −
Ihollow

/ / 2D Low laser intensity Complexity in light
path

Nanomaterial
imaging

[227]

dSAX Saturated
absorption

Photobleaching of
dyes

Isub = Ipre − Ipost / 1/3.5𝜆 2D,3D Higher SNR / Turbid tissue
imaging

[62, 183, 229,
230]

DIR Intensity subtraction PSFDIR = PSFgauss
− PSFvortex

/ 1/10𝜆 2D Resolution
improvement

More
noise-sensitive

Turbid tissue
imaging

[61, 74, 216]

a)
Full names are provided in Figure S1 of the Supporting Information

b)
Those equations are alternated slightly for format uniformity

c)
The data is obtained from original

sources of the reciprocal references
d)
Only list the crucial advantages and disadvantages.

techniques, especially in nonlinear optical imaging (NLO). Fi-
nally, a summary and a general outlook are presented. We believe
that this review will serve as a guide for better understanding the
recent strategies that aim to improve optical super-resolution
imaging (SRI) and will enlighten and inspire future work in
super-resolution imaging utilized for the life science community.

2. Principles

2.1. SNR Improvement

There exist three types of noise: shot noise, read noise, and dark
noise. Shot noise is the paramount and cannot be diminished
based on hardware solution. Read noise is the signal uncertainty
in the readout process when the detector transforms the light sig-
nals into electric signals. The dependency of SNR on the received
photon number is shown in Figure 1b. In the case of ultralow re-
ceived photons, especially when less than 100 photons, the influ-
ence of read noise increases drastically, resulting in a nonlinear
relationship between the SNR and photon number. Besides, the
thermal effect of silicon device will also lead to extra electrons re-
sulting in dark current or dark noise. To this end, signal-to-noise
ratio (SNR), as an important physical criterion that defines image
quality, is presented by the Equation (1)

SNR = s × 𝜂√
n2s + n2r + n2d

(1)

where s denotes the signal, 𝜂 stands for the quantum efficiency,
ns is the shot noise, nr is the read noise, and nd denotes the dark
noise. For practical demand in experiments, SNR needs to be
larger than 20:1 in order for quantitative measurement of the bi-
ological imaging. Whereas SNR > 5:1 is sufficient for useful in-
formation extraction from the background influence. In the case
of high intensity illumination or long pixel dwell time with high
photon number, SNR is mainly dominated by the square root
of shot noise. It is noteworthy that the relative intensity noise,
also known as 1/f noise, should be discussed especially in the
signal modulation scheme of optical sub-diffracted microscopy
(Figure 1c).[64]

Super-resolution microscopes extract higher resolution spa-
tial information than would be possible in standard diffraction-
limited systems (Figure 1a).[65,66] However, the resolution en-
hancement trades with useful signal decrease or required higher
collection rate. In order to fulfill the Nyquist sampling criterion,
the pixel size in an image should be at least 2-fold as fine as the
desired resolution. Further, an N-fold increase in image resolu-
tion in D-dimensions requires an ND-fold decrease in pixel size,
i.e., a microscope which doubles resolution in 3D must there-
fore collect at least ≈8× as much signals in the same time as a
conventional microscope for the same SNR. Thus, for pointwise
scanning scheme, the super-resolved microscopes should collect
N2D-fold as much useful signals with no compromise of SNR.
Otherwise, the collection ratemust be increased byN2D-fold with-
out compromising imaging speed, due to the required reduction
in pixel dwell time. Although the rigid requirement can be ful-
filled by increasing the available probes density or by raising the
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Figure 1. The schematic illustration on several concepts: spatial resolution, SNR, noise, and signal subtraction and so on. a) Schematic diagram of
diffraction limit. In the diffraction limit criterion, d denotes resolution, 𝜆 is the imaging wavelength, n denotes the reflection index and NA stands for
the numerical aperture. b) Relationship between SNR and photon number. c) Relationship between 1/f noise and modulation frequency. d) Optical
transfer function (OTF) of confocal, widefield, and differential images. It is seen that high-frequency component increases in confocal microscopy with
small pinhole sizes. Similarly, subtraction method enhances the high-frequency component. e) The subtraction between both Gaussian PSFs. f) The
subtraction between doughnut-shaped and Gaussian PSF. DL: diffraction limit; conf: confocal; wf: widefield.

illumination power, factors, like sample fluctuation and photo-
bleaching, make practical experiments even difficult to maintain
the resulting SNR.

2.2. Resolution Enhancement

The subtracting method includes two steps: The optical imaging
procedure and the digital processing. In the first step, two images
are acquired under two different conditions, such as different
phase masks, different amplitude masks, different polarization
states, or different acquisition times. Subsequently, subtracting
the two images is presented as shown in Equation (2)

Isub = I1 − 𝛼I2 (2)

where I1 and I2 are the images acquired under different condi-
tions and 𝛼 is the subtraction coefficient.[67] The intensity values
for images, I1 and I2, can be presented via the point spread func-
tion (PSF) h and the object o as following: I = h⊗ o. The intensity
values of the image depend on the PSF h and the sample o. Thus,
we can rewrite the equation based on PSF analysis as shown in
Equation (3)

hsub = h1 − 𝛼h2 (3)

where h1 and h2 are the PSFs of the images, respectively; hsub
is the differential PSF. There are two major types of PSF sub-
traction: i) solid PSF and solid PSF (Figure 1e);[28,68–70] ii) Solid
PSF and hollow PSF (Figure 1f).[5,36,71] Solid PSF denotes Gauss-
shaped PSF and hollow PSF equals to doughnut-shaped PSF. In

the first type of subtraction, small subtraction coefficient leads to
low peak intensity value of the differential PSF. While, in the sec-
ond type that the doughnut PSF is subtracted from the Gaussian
PSF, the resulting full width half maximum (FWHM) is smaller
than the FWHM of the first.[28] It is worth noting that while the
saturation or other nonlinear process is involved, the resolution
enhancement becomes more conspicuous.
However, the above-mentioned scenario is limited by the pres-

ence of negative values in the case of excessive subtraction.[72]

These negative values routinely lead to signal loss and image dis-
tortion in the final image. Studies have demonstrated that the
optimum subtraction coefficient strictly depends on the imaging
mode and the sample type.[67] It has been numerically demon-
strated that the subtraction coefficient should be set at a value
when the peak intensity value of the differential image is not less
than 60% of its initial value. For most cases, the optimal value of
the subtraction coefficient is≈0.5–0.6 (as shown in Table 1).[67] To
date, several literatures have specifically investigated the subtrac-
tion coefficient based on the evaluation of the differential image
in the Fourier domain.[73,74] The evaluating function C(𝛼) can be
presented by

C(𝛼) =

∑||FFT(I1 − 𝛼I2)||
√
(u2 + v2)

/
(u2max + v2max)∑||FFT(I1 − 𝛼I2)|| (4)

where u and v denote the corresponding pixel sizes of the im-
age; FFT stands for fast Fourier transform. The weight fac-

tor
√
(u2 + v2)∕(u2max + v2max) increases linearly with the spatial
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frequency so as to give a large weight to higher frequency com-
ponents. Accordingly, the function C(𝛼) displays a maximum for
the optimal choice of 𝛼.[19] Thismethod can be especially advanta-
geous for nanoscopy on living cells or tissues, as the fluorescence
decay time of a fluorophore can change due to interactions with
the complex environment.

3. Methods for Improving SRI

3.1. Pinhole-Dependent Method

As is known, out-of-focus fluorescence routinely blurs the
in-focus signals and quantitative analysis of 3D biological de-
tails is precluded in widefield microscopy. In CLSM, a pinhole
is utilized to reject out-of-focus background signals which is
therefore capable of optical sectioning.[3] Other approaches,
like multiphoton microscopy and light-sheet microscopy, also
possess the ability to extract focal plane signals. In order to
further increase the resolution of CLSM, subtracting the im-
ages acquired by pinholes with different sizes can increase the
system resolution with only minor modification in the detec-
tion component.[75] The sizes of the two pinholes are usually
determined as follows: The small pinhole is nearly the size of
the diffraction limited Airy-disk while the large pinhole has a
size corresponding to approximately the second dark ring of
the Airy-disk.[28] Figure 1d shows the rationale in resolution
enhancement through subtraction from the frequency domain.
The PSF FWHM of the resulting image could be enhanced up
to half of that of conventional confocal microscopy. It has been
shown that for confocal fluorescence with a finite sized pinhole,
the optical transfer function (OTF) can actually go negative, so
that subtraction can actually increase signal for particular bands
of spatial frequencies.[76] In previous report, the subtraction
of images acquired by using different wavelengths has also
been investigated.[68] Because the widefield illumination could
be recognized as an infinitely-sized pinhole that contains a
large amount of out-of-focus information, the optics resolution
could be enhanced while the widefield image is subtracted
from the confocal image.[28] Moreover, the annular, D-shaped
or fan-shaped pupil filter scheme is also a feasible approach
for improving the axial resolution of the optical microscope.[77]

Note that the as-mentioned method will lead to the useful
signal decrease in condition of inappropriate differential.[28,70]

According to Equation (3), an optimal value of the subtraction
coefficient should be carefully selected to achieve a tradeoff be-
tween the resolution and image quality. In practical experiments,
intensity matching, prior knowledge, and the specific area of
the sample have to be considered when determining the op-
timal value.[67] For detailed study on the pinhole-dependent
subtraction method, readers can refer to the published
reports.[28]

To emphasize, the methodology of increasing the system
resolution and improving image SNR can be utilized to the wide-
field case, with pinholes substituted by phase masks. In order
to extend the depth of field (DOF) in a hybrid imaging system,
symmetrical and asymmetrical phase masks are applied and the
two widefield biological images are therefore subtracted.[78,79] In
our perspective, the subtraction of the different backfocal plane

intensities can be used to reconstruct unknown wavefronts
without the reference wave.[80] Apart from far-field modalities,
phase-mask-based subtraction also works well in a near-field
setup (Figure 2b).[81] Superoscillation microscopy, a kind of
near-field microscopy technique, is a phenomenon where the
local oscillation of a wave is faster than the largest global Fourier
frequency of the wave. Optical superoscillation microscopy can
achieve high resolution and large depth of field.[82] However, a
major drawback is the inevitable presence of high-energy regions
away from the superoscillation region, which leads to a tradeoff
between the duration and the effective bandwidth of the super-
oscillation region. By subtracting the modulated image (using
a vortex phase mask) from the unmodulated superoscillation
image, sidebands could be eliminated (Figure 2c). Total internal
reflection fluorescence microscopy (TIRF) is another classical
near-field imaging technique and the resolution could be fur-
ther enhanced based on stochastic photobleaching subtraction
algorithm.[83]

3.2. Photon Reassignment

In order to further increase the attainable resolution of classi-
cal confocal microscopy, photon reassignment technique, such
as image scanning microscopy (ISM) and detector array mi-
croscopy (DA),[84–88] has been proposed. The only minor modi-
fication for the confocal optical system is to replace the pinhole
with a charge-coupled device (CCD) or the detector array at the
pinhole plane. Theoretically, another 1.4-fold resolution enhance-
ment can be facilitated compared with confocal microscopy. In
DA microscopy, like Airyscan[89] or virtual k-space modulation
optical microscopy (VIKMOM),[90] a detector array is able to col-
lect signals at the peripheral regions of the Ariy-disk and can
solve the pile-up effect caused by the dead time of electronics.[91]

The resolution-improved confocal microscope based on ar-
ray detection and photon reassignment has been extended
to commercial application in biomedical research and clinical
diagnosis.
The detector array is composed of various detectors instead of

a single point-detector such that the location offset of each detec-
tor causes a distinct effective PSF.[92] The combination of the im-
ages captured by the peripheral detectors results in the creation
of an image with a doughnut-like effective PSF, while the combi-
nation of center detectors results in a sharper solid effective PSF.
Therefore, the subtraction of the two reconstructed images will
elicit a sharper PSF and higher spatial frequency (Figure 2a).[91]

Moreover, subtraction of the original signals obtained by the de-
tectors in the outer ring from the reassigned signals could sim-
ilarly increase the final spatial resolution. In addition, accord-
ing to previous reports, shrinking the pinhole size will further
sharpen the size of the overall 3D PSF. The subtraction process
could also cause the axial response to be sharper, thereby increas-
ing the high-frequency weight in the axial direction.[93] After pho-
ton reassignment, more high-frequency information can be ob-
tained to enhance the spatial resolution and SNR. Every detector
contributes a small portion of imaging information and thereby,
the spatial resolution and SNR are balanced. To date, ISM and
DA microscopy have been gradually applied to quantum imag-
ing and biological imaging in brainstem, cells and microtubule
networks.[6,88,94]
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Figure 2. a) Photon reassignment technique. Top: subtraction of signals obtained by original outer ring detectors from pixel reassigned signals of outer
ring detectors.[91] Bottom: subtraction of the image acquired by doughnut beam from the image by Gaussian beam via detector array imaging.[93] b)
Virtual supercritical angle fluorescence microscopy (vSAF). Top: the optical system of vSAF; Bottom: the working principle of vSAF. Reproduced with
permission.[81] Copyright 2012, American Physical Society. c) Suppression principle of side-lobes in superoscillation microscopy by the phase mask
modulation. Reproduced with permission.[231] Copyright 2018, Elsevier B.V.

3.3. Switching Laser Mode Differential Method

Recently, some cost-effective and easily implemented solutions
have been introduced in the visualization of tissue structures
and sub-cellular dynamics, such as structured subtraction mi-
croscopy (SSM),[95] fluorescence emission difference microscopy
(FED)[5] and switching laser mode microscopy (SLAM).[96]

Shown in Figure 3a,b, these techniques are based on the inten-
sity difference between two images acquired by switching laser
modes: bright mode (like Gaussian illumination) and dark mode
(like azimuthally polarization or 0–2𝜋 phase modulation). To
date, resolution as high as sub-50 nm, 1/20th of the excitation
wavelength, has been achieved in imaging of inorganic nanopar-
ticles through turbid biological tissues.[36] This is a flexible ap-
proach for either nonfluorescent modality or classic fluorescence
imaging system.[97] Currently, this technique is conjugated with
extensive imaging techniques, such as STED,[98] multiphoton ex-
citation (MPE),[36] light-sheet fluorescence microscopy (LSFM)
and so on (Figure 3f).[99] Extensive theoretical and experimen-
tal researches have investigated the advantages and characteris-
tics of this differential method.[67,100–104] However, due to themis-
matching of bright mode and dark mode, signal loss tends to oc-
cur in case of excessive subtraction, leading to image deforma-
tion of cells or tissues.[72] Extensive efforts have focused on PSF
engineering in order to decrease the negative values.

3.3.1. PSF Matching

Take fluorescence emission difference microscopy (FED) as il-
lustration, in order that Gaussian PSF and doughnut PSF are
modulated to achieve the best match, a diaphragm is added to
the excitation light-path so that the rays at the margin area of the
entrance pupil are blocked and the solid focal spot could there-
fore be extended.[71,102] Cylindrical vector beams, like radial po-

larization (RP) beam and azimuthal polarization (AP) beam or
higher-order azimuthal polarization (HAP) beam, are superior
to conventional Gaussian illumination in ameliorating the im-
age distortion.[105,106] By virtue of the combination of RP and AP
beams with specific parameter, solid beam with flat-top profile
PSF is generated. Because the intensity profiles of theHAP beam
(squeezed hollow spot) and the flat-top beam (extended solid fo-
cal spot) are almost identical, subtracting the two could facilitate
deformation-free imaging which is advantageous in observation
of microtubule details (Figure 3c).[107] This strategy may be ap-
plicable to 3D molecular orientation analysis by combining the
transverse electric field produced by different beam.[101] In our
perspective, the criteria of extending the solid spot and shrink-
ing the hollow spot for accommodating PSF profiles is believed
to hold great potentials to facilitate deformation-free imaging in
cell biology and medical therapy in the future.[72]

3.3.2. Saturated Excitation

Using a saturated solid excitation spot, a flattened and extended
solid focal spot is obtained.[92,108] Meanwhile, using a saturated
doughnut excitation spot, a center-shrunken doughnut focal spot
is obtained. Given the nonlinear effect caused by the saturation of
the fluorescence emission at high illumination intensity, both the
solid and hollow focal spots contain high spatial frequency com-
ponents. The center-shrunken doughnut focal spot indirectly
improves the resolving ability with a notable performance. Pre-
vious literatures have experimentally demonstrated that the neg-
ative intensity values in the differential image are reduced.[108]

Also, saturation excitation is flexible to other techniques, like
detector array imaging. However, high intensity excitation and
nonlinear absorption leads to severe photodamage of the living
samples. Adoption of nonbleaching labels, such as upconversion
nanoparticles (UCNPs), is expected to address this problem.[36,37]
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Figure 3. a) The working principle of fluorescence emission microscopy (FED).[5] b) The rationale of switching laser mode microscopy (SLAM). Repro-
duced under the terms of an open access license.[96] Copyright 2013, Optical Society of America. c) PSF matching of flat-top beam and higher-order
radial polarization (HAP) beam in order to reduce negative values in subtraction process. Reproduced with permission.[101] Copyright 2014, Optical
Society of America. d) Compact system of 3D FED. With 0–2𝜋 phase plate, laser beam is modulated in lateral direction into hollow profile while axial
direction using 0/𝜋 phase plate. The two modulated beams are combined into 3D hollow spot. e) Working principle of one-scan FED. Top row: image
subtraction of the long-wavelength from the short-wavelength. The two insert images are reciprocal magnified details. Scale bar in three images: 1 µm;
scale bar in the magnified two images: 200 nm. Bottom row: energy absorption and fluorescence emission of upconversion nanoparticles (UCNPs) in
one-scan FED. Reproduced with permission.[163] Copyright 2018, Royal Society of Chemistry. f) Complementary beam subtraction (CBS) microscopy.
Reproduced with permission.[99] Copyright 2018, John Wiley and Sons. g) Left: rationale of surface plasmon-coupled emission (SPCE) microscopy.[113]

Right: subtracting the images with and without vortex phase plate (VPP), respectively, in order to enhance the attainable resolution in SPCE.[71] SPR:
surface plasmon resonance.

3.3.3. Adaptive Subtraction Coefficient

For switching laser mode differential method, two images are
consequently taken with Gaussian and doughnut-shaped excita-
tion beams, and afterward the two images are subtracted from
each other with an appropriately normalized coefficient. Unfor-
tunately, the shortcoming is the data loss caused by direct subtrac-
tion of normalized data sets. Manual selection of the most appro-
priate subtraction coefficient is not only time consuming, but also
is unsuitable for samples with densely-packed structure distribu-
tion. A weighted subtracting coefficient value algorithm for uni-
versal utilization will be highly desirable so that not only image
contrast and resolution can be enhanced, but over-subtraction
and image deformation are also avoided. The key novelty of the
proposed approach lies in pixel-by-pixel assessment with respect
to the intensity difference between initial images. Also, the sim-
ilar adaptive methodology can be applied to better matching of
the two PSFs at their periphery, involved with the identification

of a kernel matrix that minimizes the error function.[74] The ap-
proach involves the identification of a suitable linear operation
of the Gaussian image pixels that are optimized to achieve a sub-
tracted PSF that is narrowed with little or no side-lobes.

3.4. Surface Plasmon-Coupled Emission Microscopy

Due to the features of noninvasive and high sensitive detec-
tion, fluorescence imaging is widely utilized in extensive fields,
such as microscopic bioimaging, biomedical medicine research,
and in vivo diagnosis. However, it remains challenging for
monitoring and analyzing cellular and biomolecular dynamics
in nanoscale and detecting extremely small molecular events
in subcellular environments where ultrahigh sensitivity is es-
pecially required.[109] Surface plasmon-coupled emission mi-
croscopy (SPCE) is an effective technique that exploits the ad-
vantage of surface plasmon resonance (SPR) to intensify the
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fluorescence adjacent to the surface of a metal film coated on
glass slides.[71,110–112] The coupling between fluorophores and
surface plasmon polaritons (SPPs) is beneficial for increasing the
SNR and minimizing photobleaching due to the directional fluo-
rescence emission at the surface plasmon resonant (SPR) angle.
The schematic working principle is shown in Figure 3g.[113]

3.4.1. Plasmon-Assisted Techniques

Currently, in order to achieve high contrast recording, SPEC has
become the crucial connection point in biological observation,
linking super-resolution imaging techniques (like STED,[114]

SMLM, SIM[115–117]) with nonlinear optical imaging techniques
(like CARS, SHG).[118,119] Numerical studies show that Rayleigh
scattering by 80 nm gold nanospheres is about 5 orders of
magnitude higher than fluorescence emission by the traditional
fluorophores. This feature could allow for higher localization
precision.[117] For example, fluorescent emitters are attached to
subdiffracted plasmonic nanoparticles and by single molecular
localization-based method the reconstructed image could reveal
the hidden structure of the nanoparticles. However, unlike
general SMLM, within each diffraction-limited spot, two differ-
ent emission sources should be accounted for: the stochastic
fluorescence from the fluorescent probes and the steady back-
ground luminescence of the metal nanostructures (like gold
nanorods). To isolate the fluorescence counterpart, the average
gold nanorod luminescence contribution is subtracted.[116] In a
similar manner, the plasmon resonance of metal nanoparticles
can be used to strengthen the stimulated depletion effect of
excited molecules with 50% resolution enhancement compared
to fluorescent-only probes.[114] In this plasmon-assisted STED
method, subdiffraction imaging of adult neural stem cells is
obtained at lower depletion powers with diminished unwanted
background light. Alternately, surface plasmon could form
interference patterns for illumination with much higher spatial
frequencies, based on the fact that SPPs have larger wave vectors
than free space light.[117] To this end, plasmonic SIM is feasible
to further increase the spatial resolution compared with conven-
tional SIM by elaborately engineering the plasmonic structures,
like using plasmonic nanoparticle arrays.[115] In our perspective,
STED microscopy is seen possible to combine with SIM by SPR
enhancement to facilitate resolution increase and phototoxicity
decrease in the study of the basal membrane of live cells.[120]

Also, SPEC holds great promise to conjugate with inorganic
materials, like QDs,[121] UCNPs,[122] FNDs, and fluorescent
polymer,[110,123] to achieve versatile functional imaging. For
instance, in order to obtain the SPP propagation distance, sub-
tracting the confocal fluorescence images which are measured
after and before photobleaching, respectively, produces the field
distribution signature of the surface plasmon. This strategy is
implemented in a thin film of fluorescent polymer coated on top
of gold nanowires.[110] Alternately, subtracting the radiative decay
rate and the surface plasmon generation rate from the total decay
rate obtained through the lifetime analysis, the exciton decay rate
to nonradiative damping channel is extracted.[121] For this end,
the exciton-plasmon coupling process in a coupled system com-
posed of a single QD and a silver nanowire could be analyzed.
In addition, by subtractive method, plasmon-assisted TIRF

can accomplish functions, like higher spatial resolution and
larger imaging depth with high contrast. SPCE presents thriving
vigor in conjugation with TIRF.[109] Detailed investigations are
provided in the published literatures.[124,125]

3.4.2. Differential SPCE

In practice, SPCE is inherently limited by its optical character-
istics in the process of signal detection. For example, biological
ambient, like a cell, is an inherently scattering matrix which is
challenging for high contrast recording.[126] To overcome this, a
dual-wavelength technique (one resonant and the other nonres-
onant) is employed to investigate mixtures of plasmon nanos-
tructures (e.g., gold nanoparticles) and cell lysate. Because cell
lysate presents wavelength-insensitive scattering, such that when
two images of cell lysate acquired with different illumination
wavelengths are subtracted, a flat background could be observed.
Meanwhile, because the gold nanoparticles present wavelength-
dependent plasmon resonance, a strong nanoparticle scattering
remnant remains after subtraction.
Alternately, because of the highly directional polarization of

the fluorescence in SPCE microscopy, the fluorescence PSF is
modulated into an undesirable doughnut shape which is unfa-
vorable for imaging.[127] In order to address the issue, the fluo-
rescence detection is divided into two light paths that one light
path is modulated by a 0–2𝜋 vortex phase plate (VPP) while the
other remains unchanged.[71] Subtracting the two detection win-
dows will effectively increase the final resolution. Nonetheless,
image distortion occurs simultaneously, resulting in either posi-
tive side-lobes or negative side-lobes. Adding a diaphragm could
alleviate this problem. It is worth noticing that axial positioning
will introduce changeable transverse PSF shapes from a solid
spot to a hollow spot within one wavelength in the vicinity of
the focal plane. To take advantage of this characteristics, subtrac-
tion of off-focus frame from on-focus frame can achieve resolu-
tion improvement in SPCE.[111] In this strategy, negative values
are greatly suppressed. We should emphasize that radially polar-
ized (RP) incident light will lead to solid transverse PSF while
circularly-polarized (CP) light results in a hollow PSF. Subtrac-
tion of fluorescence signals that are excited by RP incident light
and circularly polarized (CP) light, respectively, can sharpen the
resulting transverse PSF (Figure 3g).[112] The enhancement of
this configuration in the resolution is 33% compared with con-
ventional SPCE microscopy. To conclude, the growing partner-
ship between super-resolution imaging and plasmonics has pre-
sented in various ways that the two topics mutually benefit one
another to extend our understanding of the nanoscale world.

3.5. Stimulated Emission Depletion Microscopy

Stimulated emission depletion microscopy (STED), as one of the
paramount super-resolution techniques, has been widely utilized
in the biological and physical community. According to the reso-
lution formula d = 𝜆∕(2NA

√
1 + Imax∕I0), where d is the resolu-

tion for STED, 𝜆 is the excitation wavelength, NA is the numeri-
cal aperture, Imax is the depletion intensity, and I0 is the threshold
intensity, in order to achieve ideal imaging result, Imax must be
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Figure 4. Graphic schemes of background suppression techniques in STED nanoscopy. a) Subtractive time-gating strategy in removing AStEx back-
ground. Reproduced with permission.[14] Copyright 2012, Optical Society of America. b) The strategy of temporal tuning for removing the AStEx back-
ground. P1 and P2 denote two separate temporal components of the resulting temporal vector P. Reproduced with permission.[17] Copyright 2015,
Springer Nature. c) Signal modulation in order for background-free imaging. Reproduced with permission.[15] Copyright 2013, Optical Society of Amer-
ica. d) The scheme of stimulated emission double depletion microscopy (STEDD). The SNR of the acquired image is greatly enhanced compared with
conventional STED nanoscopy. Reproduced with permission.[132] Copyright 2017, Springer Nature. BKGD: background; PMT: photo multiplier tube; PP:
phase plate.

much (routinely several orders of magnitude) higher than I0. Un-
der ultrahigh depletion radiation, severe background signals are
generated by secondary excitation of the depletion illumination.
This background signals mainly arise from anti-Stokes excita-
tion (AStEx) which has so far prohibited STED microscopy from
reaching its theoretically molecular resolution.[14] Also, broad ha-
los around the bright spots re-excited by the depletion beam and
incompletely depleted fluorescence could be simultaneously ob-
served in conventional STED images.[128] Indeed, unique to 3D
imaging of biological samples, the incompletely depleted fluo-
rescence background is derived from the off-focus incomplete
quenching. To date, various background suppression techniques
are developed to inhibit the three kinds of background: i) AStEx;
ii) incompletely depleted fluorescence; iii) the incompletely de-
pleted fluorescence.

3.5.1. Subtractive Time-Gating

Subtractive time-gating is an easily-implemented way to reduce
the AStEx background in STED microscopy.[129] Two time win-
dows are involved: i) The openwindowwhere the excitation beam
and depletion beam are applied so that central useful data and
unwanted background signals that are evoked by the depletion
beam are both collected. ii) The close window where only the de-
pletion beam is applied so that merely background signals could
be collected (Figure 4a).[18,130] The subtraction of the close win-
dow from the open window will reject the background data. Con-
sidering the pulsed excitation beam and continuous wave (CW)
depletion beam as illustration, Gate 1 is used for detection at the
time window ranging from 0.5 to 4.5 ns while Gate 2 is used for
time window ranging from 4.5 to 8.5 ns. Since the lifetime of the
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fluorescent dyes is routinely ≈3 ns, Gate 2 range includes only
signals emitted by the depletion beam. Indeed, the signal sub-
traction of Gate 2 from Gate 1 will result in the decrease of back-
ground signals. The gating method with subtraction is especially
promising for depletion beam wavelength closer to the emis-
sionmaximum, even at the emissionmaximum.[14] The effective-
ness is verified by the improved image quality of microtubules
in Hela cells. However, over blue-shifted wavelength may also
lead to severe photobleaching. Therefore, there should weight the
balance of the wavelength selection, photobleaching, and unde-
sired background signals. Moreover, in the case of low received
photon counts, the ending range of the fluorescence signals is
non-negligible. Ignorance of this ending range will yield under-
estimated background signals.[130] In either CW-STED or pulsed
STED configuration, utilization of a field-programmable gate ar-
ray (FPGA) is advantageous in background suppression in which
an open time window and a close time window are involved in ev-
ery pixel unit.[18]

3.5.2. Temporal Tuning

To the best of our knowledge, at each pixel a given number of
photons N are detected stemmed from an undetermined num-
ber of fluorophores at unknown positions within the diffraction-
limited (DL) volume. One way to reduce this indetermination is
to reduce the fluorescent molecule number into one (the stochas-
tic switching scheme, like SMLM), or by restricting the possi-
ble positions of fluorophores within the DL volume (the targeted
switching scheme, like STED). For this end, super-resolved res-
olution can be obtained with a method that encodes information
from the saturated spatial channels of themicroscope system into
the temporal channel and decodes it after the transmission. An
early confocal-based implementation has been realized to decode
the spatial information based on the fact that the spatial distri-
bution of the illumination intensity induces a spatial-dependent
temporal dynamics. The methodology could be applied to sup-
press the background signals. By generating spatially controlled
gradients in the fluorescence lifetime, an approach, called sep-
aration of photons by lifetime tuning microscopy (SPLIT), en-
ables nanometer-scale imaging of microtubule structures (Fig-
ure 4b).[17] The excitation region is split into two concentric ar-
eas. Due to the radial symmetry of the STED doughnut spot,
the fluorescence from each area shows a unique dynamic cor-
responding to the local average STED beam intensity. With pha-
sor analysis on the TCSPC histogram of photon arrival time, a
decomposition is employed to extract the signal only from the
central subregion. Notably, the phasor analysis succeeds in dis-
tinguishing the dynamic component of the central region not
only from that of its neighborhood, but also from the anti-Stokes
background which is uncorrelated with the excitation laser cycle
and thus lies at the origin in the phasor domain. Note that ex-
ploiting more dynamic components helps to achieve higher res-
olution, but is practically limited by shot noise which compro-
mises accuracy. Alternately, it is well-known that a high intensity
of quenching light will shorten the lifetime of the fluorophores
in the illuminated region by stimulated emission effect. The life-
time discrepancy caused by different intensity radiations can be
utilized to extract highly resolved spatial information. With spe-

cific subtraction coefficient, subtraction of the images with short
and long lifetime gating could facilitate resolution enhancement.
The method can differentiate between features of dimensions of
≈𝜆/7.[34]

3.5.3. Signal Modulation

The molecular imaging of thick biological tissues (normally
the multiple-scattering medium) suffers from scattering back-
ground. Focal modulation technique is therefore developed
for suppressing the background fluorescence signal excited
by scattered light which is validated in fluorescence images of
chondrocytes. Using a spatial phase modulator in the excitation
light path, the intensity of fluorescence signals derived from
the focal volume only is modulated even when the focal spot is
located deep inside a turbid medium. The oscillatory component
in the detected fluorescence signal can be readily differentiated
from background signal caused by multiple scattering. This
strategy allows simultaneous acquisition of confocal (unmod-
ulated) and modulated images. The methodology can also be
applied in background suppression of AStEx signals in STED
microscopy. Using a lock-in amplifier and an optical modulator,
such as an acousto-optic modulator, the excitation light path
could be temporally modulated while the depletion light path
remains unmodulated so that the fluorescence re-excited by
quenching radiation becomes uncorrelated background (Fig-
ure 4c).[15] This approach is quite straightforward and results in
the removal of undesired excited signals. Indeed, the method
is more flexible in the choice of the excitation and depletion
wavelengths, and is expedient in lowering the power density of
the depletion beam. Additionally, a priori knowledge of the living
specimens is not needed. The process can be accomplished
in real time compared with other time-consuming subtractive
postprocess solutions. Using well-suited lock-in instrument
with even wider bandwidth and ultrahigh shot-noise limited
sensitivity can further increase the acquisition speed. In ad-
dition, the costly modulation hardware can also be replaced
by other cost-effective solutions in low-frequency range, like
electronic frequency band pass or a fast Fourier transform (FFT)
strategy.[15,131]

3.5.4. Multibeam Scanning

Subtraction of the image obtained in a confocal scanning
setup from the image obtained in a STED setup is expected
to further increase the system resolution compared with the
conventional STED by multibeam scanning.[35] Also, multi-
beam scanning is an effective way to fight against the un-
correlated background signals. Because of the characteristic
spectrum of quantum dots (QDs), STED imaging in QD-
labeled structures suffers from the dim halo, the re-excited
background caused by depletion radiation. The image ac-
quired with illumination by the depletion beam only is sub-
tracted from the STED image to achieve background-free
imaging.
The off-focus incomplete depletion background, another

kind of background in common STED imaging, is difficult
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to identify, because it can only be detected in the presence
of the excitation beam. A method called stimulated emission
double depletion microscopy (STEDD) aiming at suppressing
the AStEx signals and incompletely depleted background si-
multaneously, particularly in 3D-STED setups.[16,132] In STEDD,
specially, another Gauss-shaped pulse (STED2) is added to a
normal STED setup, resulting in the depletion of fluorescence
from the central subregion of the excitation volume. Therefore,
the remaining photons after the STED2 pulse in the TCSPC
recording are merely from the excitation by the depletion pulse
and off-focus incomplete depletion that is escaping from the
STED2 pulse. A proper scaling of the remnant fluorescence
is subtracted from the time-gated STED image so that the
background could be sufficiently suppressed (Figure 4d).[132]

Nonetheless, STEDD is found to be with hardware complexity
since three pulses should be strictly controlled in temporal
domain.
Another easily implemented technique, called polarization

switching (psSTED), could achieve background-free STED
imaging through a straightforward subtraction of the recorded
background from the regular STED image.[133] The background
is acquired by switching between two different circularly po-
larized states of the depletion beam. The experiment and
simulation works have demonstrated that direct re-excitation
background is mostly due to high STED power while the in-
complete depletion background is mostly due to low STED
power. Indeed, this technique is limited because polarization
switching is dependent on a time-consuming motorized ro-
tation stage at the risk of light path instability. In the future,
electro-optic equipment is expected to further ameliorate the
optical system.[134] Note that Z-STED spot is much more sus-
ceptive to aberration and refraction index mismatch compared
with XY-STED. By updating the vortex phase pattern with a
bi-vortex pattern on the spatial light modulator (SLM), the final
coherently superposed doughnut spot produces stronger de-
pletion in the defocused region and therefore reduces off-focus
background.[135] Another technique, utilized in STED nanoscopy
using hyperspectral detection arrangement, is to unmix signals
from four fluorescence markers.[128] This method could achieve
four-color recording using only two lasers. Double scanning
is also needed and the STED-only scanning frame must be
subtracted.
To sum up, current researches on alleviating the background

noise problem in STED have been presented, which is partic-
ularly critical when imaging dense samples. Variants, like sub-
tractive time-gating, temporal tuning, signal modulation, and
multibeam scanning, are effective for addressing unwanted back-
ground signals problem in common STED setup, each of which
has its own unique application regime. For example, subtrac-
tive time-gating is especially useful to diminish the early in-
sufficiently excited fluorescence. While, multibeam scanning
is particular suitable for simultaneous suppression of uncorre-
lated background caused by depletion beam and off-focus in-
completely depleted excitation fluorescence background in 3D
STED configuration. Besides the techniques mentioned above
based on hardware and light paths, various computational meth-
ods were also intensively utilized for improving the STED image
quality against background noise, like rolling-ball background
subtraction.[32,136–138]

3.6. Single Molecule Localization Microscopy

In SMLM, a sparse subset of fluorophores is activated at each sin-
gle illumination and then the reconstructed image is obtained by
stacking tens of thousands of frames.[9] The label density limits
the resolution due to the Nyquist criterion: The separation be-
tween neighboring localizations must be one half of the desired
resolution.[139] In living cell measurement, the temporal resolu-
tion is thus ultimately limited by the switching kinetics of the flu-
orophore, the camera frame rate and the field-of-view, in order to
satisfy the Nyquist criterion for a given spatial resolution. In addi-
tion, all SMLM strategies suffer from the problematic bleaching
of organic dyes which reduces the observation time and degrades
the image quality. The recently presented technique, called MIN-
FLUX, could achievemolecular localizationwith far less photons,
greatly ameliorating the photobleaching effect.[140,141]

Interestingly, the seemingly harmful bleaching characteris-
tics of fluorescent dyes can be utilized to achieve a high spatial
resolution. One strategy, called single-molecule high-resolution
imaging with photobleaching (SHRImP) initially entails the lo-
calization of the two fluorescent dyes.[142,143] SHRImP acquires
the first image (Ipre) and subsequently bleaches one of the flu-
orescent dyes and localize the other to obtain a second image
(Ipost). The subtraction of Ipost from Ipre can recover the inten-
sity distribution of the bleached dyes (Figure 5a1,2). This method
is easily-implemented and only requires one type of fluores-
cent label, which can also be extended to multiple-dye modal-
ity. In nanometer-localized multiple single-molecule technique
(NALMS), up to 20 fluorescent molecules can be separated.[144]

NALMS has the potential to be conjugated with other super-
resolution techniques, such as points accumulation for imag-
ing in nanoscale topography (PAINT).[145] However, the distance
of two dyes should be well separated and this method is lim-
ited to a 2D condition. In addition, low noise CCDs with high
quantum efficiency are also required. It should be noted that the
above-mentioned methods cannot be used in densely packed flu-
orophore region.
Based on the blinking/bleaching properties of fluorophores,

off/on event can be detectable via subtraction method and the
image series can be utilized to reconstruct super-resolved im-
ages in highly density regions of features (Figure 5b1,2).[146]

A method called bleaching/blinking assisted localization mi-
croscopy (BaLM) does not require bleaching prior to the detection
of the fluorescent dyes as in the case of PALM or STORM. Note
that the overall background signals are increased because sub-
traction treatment combines the background data of two images.
This disadvantage may be compromised by background suppres-
sion using lock-in detection in the future. Another stochastic-
bleaching-based method, called PiMP (subtraction of measured
value from estimated decay images), explores the positions at
which the bleaching molecule deviates from the expected (av-
erage) bleaching per frame (Figure 5c1,2).[147] Compared with
PALM method, fewer images are required for the reconstruc-
tion using PiMP because more information per differential im-
age is utilized. However, artifact regions between structures
could be generated as a result of the simultaneous and uniform
bleaching of two adjacent structures. In a nutshell, the above-
mentioned bleaching-based approaches combined with subtrac-
tive dealing are versatile and advantageous for super-resolution
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Figure 5. Resolution enhancement and SNR improvement in SMLM. a1) Working principle of generalized single molecule high-resolution imaging with
photobleaching (gSHRImP); a2) Left: diffraction limited image; Right: super-resolved image using gSHRImP. Reproduced with permission.[143] Copyright
2011, American Chemical Society. b1) Rationale of bleaching/blinking assisted localizationmicroscopy (BaLM). b2) Imaging result using BaLM. b3) Left:
diffraction limited image; right: highly resolved image using BaLM. Reproduced with permission.[146] Copyright 2011, National Academy of Sciences,
U.S.A. c1) Schematic diagram of photobleaching microscopy with nonlinear processing (PiMP). c2) Left: the mouse embryonic fibroblast cell. Top right:
time-lapse confocal images highlighted with the white square in the left image. Bottom right: the reciprocal super-resolution PiMP images. c3) Left: the
Hela cell transfected with different kinds of labels. Top right: the confocal images. Bottom right: the PiMP images. Reproduced with permission.[147]

Copyright 2012, Company of Biologists Ltd. Scale bars in (a2), (b1) top, (c2), (c3): 1 µm; Scale bar in (b1) middle: 0.6 µm; scale bars in (b2) and (b3):
2 µm.

imaging (SRI) due to their simple configuration and ultrahigh
spatial resolution. Note that over subtraction should be avoided
which yields increased noise and a reduction in SNR, thereby de-
creasing the localization accuracy.

3.7. Structured Illumination Microscopy

SIM and its many variants are useful tools in the nanoscopic
study of biological systems, realizing relatively high spatial res-
olution and video-rate recording.[148] SIM can be used for op-
tical sectioning and the rejection of background signals. How-
ever, the sectioning ability of SIM becomes increasingly challeng-
ing in case of the thick samples which are scattering mediums
(>20 µm).[149] Out-of-focus background adds to this challenge.
Several methods have been proposed to overcome this problem.
In nonlinear SIM or saturated patterned excitation microscopy
(SPEM),[150,151] subtraction of a suitably scaled SPEM image from
a widefield image would decrease the background noise. In mul-
tifocus SIM (MSIM), the optical sectioning advantage of confocal
microscopy is conjugated with the resolution-doubling character-
istics of SIM (Figure 6a,b).[152] The 2D excitation patterns are gen-
erated by a digital micromirror device (DMD), allowing for rejec-
tion of out-of-focus light. The distance of the spaced foci should

be cautiously selected. Nonetheless, the best absolute resolution
achieved by MSIM is slightly lower than that of the existing 3D
SIM because the multifocal excitation patterns contain all spa-
tial frequencies permitted by the objective. Using a 0–2𝜋 phase
shift and adding another beam illumination, subtraction of the
Gaussian beam image from the doughnut beam image can fur-
ther increase the MSIM spatial resolution.[153] However, this is at
the price of lengthening acquisition time.
In order to further decrease the scattering influence in

depth, as well as the out-of-focus signals, multiphoton excita-
tion combined with MSIM possesses the ability to reject out-
of-focus background by replacing the DMD with a microlens
array which is efficient in high light transmission.[154] In re-
gard to reducing the acquisition time of 3D SIM, a two-step
processing method has been proposed: First, the out-of-focus
background is removed; Secondly, the two-beam harmonic il-
lumination pattern is utilized.[155] Presently, extensive applica-
tions have shown the powerful imaging capability of subtrac-
tive SIM in biological studies. For example, a strategy called
multiangle interference microscopy (MAIM) combines TIRF-
SIM and multiangle evanescent light illumination to achieve
depth imaging with high SNR and relatively high temporal res-
olution in subcellular structures (microtubules, mitochondria,
peroxisomes).[148] MAIM aims to break the axial diffraction limit
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Figure 6. Resolution enhancement and SNR improvement in structured illumination microscopy (SIM). a) Optical setup of multifocal SIM (MSIM). b)
Imaging result of MSIM, displaying the microtubules (green) and mitochondria (magenta) in a fixed U2OS cell. Bottom left and bottom right are slices
boxed in upper part by MSIM and widefield microscopy, respectively. Reproduced with permission.[152] Copyright 2012, Springer Nature. c) Workflow
of multiangle interference microscopy (MAIM). Noise and background in the image stacks may lead to incorrect depth information and confuse the
true sample information, which need to be subtracted in the preprocessing. The insert red box denotes the multiangle illumination for depth-imaging.
d1) Left: lateral super-resolution image of mitochondria in the U2OS cell. Right: the time-lapse 3D volume super-resolution images of the ROI (white
dashed line box in the left). d2) Left: lateral super-resolution image of microtubules in the U2OS cell. Right: the time-lapse 3D volume super-resolution
images of the ROI (white dashed line box in the left). Reproduced with permission.[148] Copyright 2018, Springer Nature. Scale bar in (b): 5 µm; Scale
bar in (d1), (d2): 10 µm. MA: multiangle; BFP: back focal plane; ROI: region of interest.

to facilitate imaging with high axial resolution. Nonetheless,
noise and background occur during acquisition of stacks of im-
ages which would add incorrect axial or depth influence to orig-
inal 3D biological structure. In the reconstruction algorithm,
the noise and the background need to be subtracted beforehand
(Figure 6c,d1,2).

3.8. Faster for Biological Application

In order to achieve real time imaging in vivo, high speed ac-
quisition or high temporal resolution is particularly expected for
biological application in optical super-resolution microscopy. To
date, speed limitations exists due to inherent optical design in
spite of increasing developments in hardware and more pho-
tostable, brighter fluorescent markers that facilitate more sen-
sitive and faster acquisition. For example, in pointwise scan-
ning scheme, by replacing the nanopositioning stage with a

galvo mirror, the pixel dwell time could be shrunken to 2
from 200 µs,[156] boosting the acquisition speed to one frame
per second (fps). The above-mentioned light-weight mirror en-
ables ≈kHz scan rates over large of field which is particu-
larly suitable for neuronal activity study and can also be sub-
stituted by an acousto-optic or electro-optic modulator for even
faster scanning concern. Other routes include spinning disk,
temporal focusing, light-sheet microscopy which have proved
especially useful in neurobiology.[157,158] As it is known, ap-
plied with multiple excitation foci to illuminate the specimens,
parallelization illumination can achieve high speed imaging
while widefield microscopy exemplifies the highest degree of
parallelization.[159] However, in parallelization system, signal
crosstalk from neighboring pixels largely spoils the in-focus
recording.
The four factors—hardware, light path, algorithm, probes—

influence each other and should be interlinked in order for
best image quality during super-resolution recording.[159] For
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instance, the instinct spectral selection of excitation and deple-
tion beams determines specific fluorophores that are needed
in STED microscopy. Imaging in case of unsuitable probes is
often quite noisy due to re-excitation of depletion radiation.[160]

Instead, before multiemitter fitting algorithms are invented,
permitting greater numbers of molecules to be localized in
any given frame, SMLM is inherently limited by the number
of molecules that may be switched on and localized at once.
Currently, the fastest method of super-resolution microscopy
is linear structured illumination microscopy (SIM) that can be
used with conventional (nonswitchable) fluorophores. How-
ever, SIM works with the need for sophisticated and expensive
electronics.
In a similar manner, for FED or SLAM super-resolution mi-

croscopy, it requires double scanning to obtain one frame, which
is the inherent hardware limitation that slows down the acqui-
sition speed and increases the risk of sample drifting. Using
a detector array device, only one scan of the doughnut-shaped
beam is needed. The difference between the reconstructed image
by photon reassignment (hollow PSF) and the image recorded
by the center detector (solid PSF) can be utilized to decouple
the spatial structure information of the microtubule samples.
The proposed strategy, based on photon reassignment, is in-
sensitive to noise compared with deconvolution algorithm or
Fourier filters.[161] In another variant, subtraction of the image
by hollow spot array from the widefield image could can speed
up the image acquisition compared with conventional FED.[162]

Recently, a related research has exploited the advantage of up-
conversion nanoparticles (UCNPs) to overcome the aforemen-
tioned problem (Figure 3e).[163] The as-prepared UCNPs, with
special design and control, can be excited by two lasers, respec-
tively, to emit two different wavelengths simultaneously with lit-
tle crosstalk. After collecting the two fluorescence signals, sub-
traction of the two imaging results will reduce the acquisition
time.

3.9. Axial Resolution Enhancement

Optical microscopy permits 3D investigation of living cells,
tissues, and even small organisms. However, in practice, be-
cause of complex biological ambient in cells and tissues, it
is normally difficult to extract axial information for quanti-
tative analysis. To date, extensive methods have been devel-
oped for delineating the structures and functions of the tis-
sue samples. For example, two-photon adaptive optics mi-
croscopy is applied in the deep tissue imaging, mostly in
the brain tissue for neurobiology research.[164,165] Light sheet
microscopy has been widely used in high-throughput imag-
ing, like whole-brain imaging in Drosophila.[157] The above-
mentioned 3D imaging techniques nonetheless remain axially
diffraction-limited.
The axial super-resolved technique is extremely important for

providing improved tomographic or optical sectioning ability
and is favorable for examining not only relatively thin samples
such as the plasma membranes, but also thick samples such as
mammalian cells.[166] The common rationale is to shorten the
axial extent of the point spread function (PSF). The emergence of
3D sub-diffractive imaging, like 4Pi-STED,[167] 3D-RESOLFT,[168]

3D-STORM,[169] biplane FPALM, and 3D-SIM,[170–172] particu-
larly works with circumventing the axial diffraction barrier in
visualization of subcellular structures. Optical hardware config-
uration is attached great importance in those techniques, like
two opposing objectives, annular phase plate, cylindrical lens,
the beam splitter, and EMCCD camera. Other variants rely on
beam phase modulation induced by a spatial light modulation
(SLM) in order to accurately determine axial position of the
fluorescent probes, generating PSFs like double-helix PSF and
self-bending PSF.[173,174] Unlike STED or SIM that requires com-
plicated optics, 3D quantum dot blinking imaging is generally
more convenient and commercial quantum dots with various
emission spectra are readily available.[175,176] By subtracting the
adjacent frames, the common background is subtracted off.
However, it is worth-noting that due to frame-subtracting, no
motion from frame to frame should be required. Similarly, the
subtraction modality can be applied to confocal-based optics,
using only one SLM to modulate the excitation beam laterally
and axially into a 3D hollow profile (Figure 3d).[177] Subtracting
the axially-modulated frame from the Gaussian axial frame
facilitates axial resolution enhancement. Improper subtrac-
tion caused by sample drifting can be avoided utilizing the
one-scan technique (Figure 3e).[178,179] This technique holds
potential in the axial and depth visualization of organisms,
like zebrafish.[180] Factors, like hardware, probes, algorithm,
interact with each other and play an important role in en-
hancing the axial the resolution and reducing the background
noise.

3.10. Inorganic Nanoparticles

Nowadays, inorganic nanoparticles are attracting increas-
ingly attention and are widely used in biological and physi-
cal researches, because of their excellent features including
photostability, biocompatibility, flexibility, and so on. Inor-
ganic nanoparticles, like quantum dots (QDs), upconver-
sion nanoparticles (UCNPs), and fluorescent nanodiamonds
(FNDs), show nonbleaching performance in bioimaging which
is superior to organic compounds.[181,182] The nonbleach-
ing characteristics can greatly suppress the negative impact
of photobleaching during long-term recording so that high
contrast and sustainable acquisition could be realized. Com-
bined with these inorganic probes, modulation in optical
systems could facilitate impressive capabilities in super-
resolution microscopy, such as background suppression,[16]

dual-color imaging,[183] ultrahigh resolution imaging, and so
on.[36]

3.10.1. Quantum Dots

Quantum dots are single colloidal semiconductor crystals,
routinely a few nanometers in each dimension, whose size
and shape can be precisely controlled by the duration, tem-
perature, and ligand molecules. By chemical synthesis, QDs
could have composition- and size-dependent absorption and
emission.[184] The unique optical properties of QDs make them
appealing as in vivo and in vitro fluorophores in a myriad of
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Figure 7. The characteristics, advances and applications of three kinds of inorganic nanoparticles: QDs, UCNPs, and FNDs. a,c,e) The absorption
and emission spectra, atomic structure and energy level. a) Reproduced with permissions.[181] Copyright 2016, Springer Nature. e) Reproduced with
permissions.[182] Copyright 2018, Springer Nature. c) Reproduced with permissions.[232] Copyright 2017, Elsevier. b) Double scanning scheme in STED
marked with QDs in order to eliminate the background caused by secondary excitation stemmed from depletion beam. Reproduced with permission.[16]

Copyright 2015, Springer Nature. d) Subtraction of images acquired by confocal and hollow beam scanning, respectively, in multiphoton near-infrared
saturated (NIRES) imaging conjugated with UCNPs. Bottom right is the PSF comparison of confocal image and NIRES image. Reproduced with
permission.[36] Copyright 2018, Springer Nature. f) Application of FNDs in background suppression of super-resolution imaging. Upper left and bottom
left are the original image and the resulting image, respectively. Reproduced with permission.[41] Copyright 2013, Optical Society of America. Right part
is the 3D data of the fluorescence intensity. Scale bar in (a): 0.3 µm; Scale bar in (d): 0.5µm.

biological investigations, in which conventional organic flu-
orescent labels fall short of providing long-term stability and
simultaneous detection of multiple signals.[185] For example,
because QDs feature a broad excitation spectrum and a narrow
emission spectrum, multicolor imaging becomes available
with only single wavelength laser source in super-resolution
microscopy.[176]

To date, only a few reports have described the successful ap-
plication of QDs in STED due to some limitations. On the one
hand, auger recombination is known to prevent efficient stim-
ulated emission of isolated QDs. By synthesizing QDs with an
exceptionally thick shell, stimulated emission and excited-state
absorption mechanisms could work either independently or syn-
ergistically to realize the quenching. A 7-fold improvement over
the diffraction barrier was generated.[186,187] Nonetheless, the ex-
tended size of the QDs seriously hampers their biological ap-
plication. On the other hand, QDs have characteristically broad
excitation spectrum that reaches deeply into the emission band
which makes it difficult to identify a wavelength at which optical
de-excitation by stimulated emission or a similar transition pre-

vails (Figure 7a).[16] This problem can be overcome using back-
ground suppression technique. The aforementioned multibeam
scanning is an effective way to reduce the unwanted background
contribution in imaging of ZnS-coated or CsPbBr3 QDs.

[188] In
order to eliminate the dim halo that is present after the pro-
cess of excitation followed by depletion, a second hollow deple-
tion beam is utilized and two images are recorded by the two
scans. Subtracting the two images could erase the uncorrelated
background (Figure 7b).[16] Nonetheless, this is time-consuming
due to double scanning to acquire one frame. For the above-
mentioned approaches, all exploit an incoherent fluorescence re-
sponse to the lasers. Nanoscale imaging of molecules is possi-
ble by exploiting the intensity-dependent molecular switch. Re-
cently, a scheme that relies on a coherent response to a laser is
developed based on an ensemble of quantum dots by quantum
control of a two-level system via rapid adiabatic passage. Emitter
position determination with a factor of 10 is obtained.[189] QDs
are believed to hold great potential utilized in super-resolution
microscopy and further studies are expected in the near
future.
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3.10.2. Upconversion Nanoparticles

Upconversion nanoparticles (UCNPs) have attracted significant
interests as powerful and useful biolabels for optical imaging
and super-resolution microscopy because they show character-
istics of non-photobleaching and non-photoblinking under con-
tinuous laser illumination.[36,37] In addition, the novel materials
have narrow absorption and emission bands, and their compo-
sitions (like sensitizers and activators) and structures (like core
and core–shell) can be easily controlled to obtain the intended
spectral properties (Figure 7c).[163] Because UCNPs could upcon-
vert near-infrared photons into visible and ultraviolet ones, a low
saturation intensity of ≈0.19 MW cm−2 in STED microscopy is
recorded with an ultrahigh resolution in imaging single 13 nm
UCNPs and cellular cytoskeleton protein structures are visual-
ized with relatively high acquisition speed.[190] The large anti-
Stokes spectral separation between excitation and emission ren-
ders the probes highly useful in background-free and photostable
bioimaging.[191] In addition, UCNPs are particularly suitable for
fluorescent emission difference microscopy. Related research re-
sult shows that during 30 min radiation, the fluorescence from
UCNPs exhibits no attenuation, presenting high resistance to
photobleaching.[37] Recently, deep tissue super-resolution imag-
ing has been achieved using multiphoton excitation and subtrac-
tion technique and deconvolution algorithm in the near infrared
regime (Figure 7d).[36]

3.10.3. Fluorescent Nanodiamonds

Fluorescent nanodiamonds (FNDs) are biocompatible for in vivo
imaging.[192] Recently, they have been shown to be useful for ori-
entation measurement in fluorescent markers.[193] The negative-
charged nitrogen-vacancy (NV−) centers are responsible for the
fluorescence emission (Figure 7e). As is known, biological sam-
ples tend to generate autofluorescence that contaminates the im-
age quality. NV− centers have lifetime of ≈20 ns, far longer than
the lifetime of the autofluorescence (1–4 ns).[192] This discrep-
ancy can be exploited to separate the two signals in the temporal
domain so that the autofluorescence can be effectively eliminated
by time-gating.[194,195] Additionally, based on the optic-magnetic
property of FNDs, the microwave radiation at 2.87 GHz will lead
to spin transition from ms = 0 to ms = ±1 (Figure 7f). Subtract-
ing the image acquired without microwave radiation from the
image with microwave radiation will result in improved image
contrast and background-free data (Refer to Table 1 for the equa-
tion). Nonetheless, frame-by-frame subtraction will increase the
risk of image drift and the request for the system stability. Fur-
thermore, the lock-in modulation method is not only suitable
for physical imaging processes, but also for biological detection.
Based on the electron spin characteristics of FNDs, when a mag-
netic field is applied, the sublevelsms =±1 will split intoms =+1
andms = −1 and a change in the fluorescence intensity of FNDs
occurs (Figure 7f).[41,44,196] This specific interaction is exclusive to
FNDs rather than the surrounding autofluorescence. Using lock-
in detection scheme, the useful, wanted signals can be extracted,
and the unwanted background can be filtered when themagnetic
modulation is employed to the living samples. Note that the sub-
tractionmethod is also expedient in probing individual electronic

spin in diamond, using RESOLFT.[197] In another variant, with
the array of near-field probes, the relationship between the NV
center ensemble and a metal nanostructure is explored.[198] Sub-
traction of the readout signals from the confocal signals yields
resolution improvement. With an increase in the light intensity
of the doughnut-shaped laser beam, the final resolution could be
further increased.

4. Nonlinear Optical Imaging

Nonlinear optical imaging (NLO) is a novel and important imag-
ing method and can facilitate quantitative analysis of struc-
tures or features ranging from organelles (sub-100 nm) to the
entire cells (≈10 µm). The nonlinear optical imaging family
consists of several imaging techniques: two-photon excitation
(2PE), three-photon excitation (3PE), second harmonic genera-
tion (SHG), third harmonic generation (THG), coherent anti-
Stokes Raman scattering (CARS), infrared imaging absorption
(IRA), pump–probe microscopy and so on.[58] The energy level
systems are shown in Figure 8a1–e1, respectively.[199] However,
each NLO modality has its own limitation. Current nonlinear
optical imaging variants call for further optimization to accom-
modate complex biological observation. For example, 2PE mi-
croscopy is suitable for deep tissue imaging due to its high
optical sectioning ability. However, the spatially confined fo-
cal spot of 2PE is at the price of a high excitation power
which may cancel out the optical sectioning benefit.[59] Subtrac-
tion technique can be used to remove the background infer-
ence caused by thick sample scattering and at the same time
the required laser intensity could be decreased.[200] Alternately,
subtraction technique is also useful for the nonresonant back-
ground in CARS.[201] A detailed discussion on NLO is presented
elsewhere.[199] Subtraction method also have the potential to fa-
cilitate the achievement of higher resolution and improved SNR
in other newly rising imaging techniques, such as quantitative
phase imaging (QPI),[202] quantitative mass imaging (QMI),[57]

photoacoustic microscopy, and so on.[51,52] This section focuses
on the combination of subtraction technique with NLO imag-
ing and includes a detailed discussion concerning biological
applications.

4.1. Multiphoton Excitation

Unlike single-photon excitation (SPE), two-photon excitation
(2PE), or three-photon excitation (3PE) performs optical section-
ing in scanningmicroscopy, generating little out-of-focus fluores-
cence, i.e., out-of-focus photobleaching is largely suppressed.[9]

Additionally, deep penetration is achieved in biological tissues
due to the use of longer wavelengths such as in the near-infrared
(NIR) region, which are beneficial for minimization of photo-
damage. However, 2PE or 3PE is generated by ballistic or un-
scattered light and the proportion of unscattered light decays
exponentially within the focal depth.[200] Increasing the laser
power may compensate for the depth limitation, otherwise out-
of-focus background signals are generated, especially in the case
of dense labeling. In order to reduce the background noise and
to increase the imaging rate, temporal focusing of the excita-
tion pulse is applied instead of spatial focusing.[203] The laser
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Figure 8. Overview of nonlinear optical imaging (NLO) and the variants for improving nonlinear optical imaging (NLO). a1–e1) energy-level schemes of
2PE (3PE), SHG (THG), CARS, IRA imaging, pump–probemicroscopy, respectively. a2–e2)Optical setups of DA-2P, differential SHG, CARS-D, differential
IRA imaging, and DTA, respectively.[59,63,74,215,227] a3) Subtraction of the images with and without aberration will decrease the background noise in 2PE.
Reproduced with permission.[59] Copyright 2008, Elsevier. b3) Subtraction of the images acquired by solid and hollow beams greatly increases the
resulting resolution. Reproduced with permission.[63] Copyright 2015, Springer Nature. c3) Subtracting the images obtained by solid and hollow beams
will increase the CARS image resolution.[60] d3) Gaussian and doughnut images are firstly filtered by the intensity weighted algorithm so that the two
are better matched in PSFs. Subsequent subtraction of doughnut image from the Gaussian image will eliminate the side-lobes in infrared microscopy.
e3) Subtraction of doughnut TA image from the Gaussian TA image will lower the intensity requirement and enhance the resulting image resolution.
Scale bar in (b3): 500 nm. ESA, excitation state absorption; SE, stimulated emission; GSD, ground state depletion. Reproduced with permission.[227]

Copyright 2016, American Chemical Society.

pulse traverses through each sample slice, achieves its shortest
duration at the focal plane and stretches out again as it prop-
agates beyond this region. Temporal focusing can be achieved
by controlling the profile of the laser pulses. Therefore, the
background noise can be subtracted from each image and cor-
rected according to the spatial intensity of the Gaussian beam
profile.
Another approach called differential aberration 2PE (DA-2P)

involves positioning a digital mirror device (DMD) in the back
aperture of the objective. The corresponding architecture is
shown in Figure 8a2 and the subtraction rationale is shown in
Figure 8a3 accordingly.[59,200] Unlike most adaptive optics strate-
gies that attempt to improve the image quality in the focal plane,
this method degrades the in-focus quality. Due to the nonlinear
properties of 2PE and the fact that aberrations quench largely in
the focal region, subtracting the image without DMD degrada-
tion from the image with the degradation will improve the im-
age quality and reject the background interference (refer to Ta-
ble 1 for the equation). It is worth noting that this method is
most compatible with densely distributed dye regions. Indeed,
although the penetration depth is increased, this approach is lim-
ited by imaging speed because two images must be taken se-
quentially. Alternately, a new strategy for two-photon differential
aberration, based on near-instantaneous temporal multiplexing,
is developed, enabling high-speed imaging with pixel rates.[39]

Recently, saturated excitation was additionally introduced into a
hybrid approach involving the subtractionmethod and 2PE, such

that resulting images with sharper PSF and lower negative val-
ues could be achieved.[73] By virtue of saturated effect, a profile-
extended solid spot and a center-shrunken hollow spot are gener-
ated. Using the same coefficient for the entire image can induce
side effects, like side lobes and signal loss. Thus, the subtraction
coefficient should be intensity-dependent and adaptively selected
instead of a constant value.

4.2. Second (Third) Harmonic Generation

SHG and THGmicroscopy have been widely used in the charac-
terization of biological samples and in the field of material sci-
ence, based on nonlinear optical effect.[204,205] Considering SHG,
it is based on the second-order coherent process, in which two
low energy photons are upconverted to exactly twice the incident
frequency, i.e., half the wavelength of the excitation radiance.
As is well-known, two-photon excitation (2PE) is a two-photon
process, and there is a loss of energy during the relaxation of
the excited state. However, SHG microscopy is energy conserv-
ing. SHG is sensitive to non-centrosymmetric structures, and
is viable for the imaging of biological structures such as micro-
tubules, myosin, muscle, collagen, and so on.[204,206]

Higher resolution is demanded in the imaging of SHG and
THG in order to characterize the fine structures or features in
cells and tissues. Using a sharper focal spot may help to enhance
the resolution, yet this will induce side lobes and degradation in
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the axial image quality.[63] Similar to the aforementioned tempo-
ral focusing strategy to enhance axial resolution, a variant can be
applied to the subtraction of the image with phase at 𝜋 from that
with phase at zero, or the subtraction of the image with phase at
𝜋/2 from that with phase at 𝜋 (refer to Table 1 for equations).[158]

15% axial resolution improvement has been demonstrated. An
alternative is to make a subtraction between two images scanned
by a solid focal spot and a hollow focal spot, respectively (Fig-
ure 8b2,b3).[63] Compared with conventional SHG microscopy,
this subtractive method is highly effective for achieving the res-
olution enhancement in the imaging biological tissues, such as
the rat tail tendon and mouse leg muscle myofibrils. Although
the signal field of SHG excitation which is a second-order nonlin-
ear process is directly proportional to the conjugated product of
the excitation field, the SHG intensity is dependent on the angle
between the polarization direction of the excitation field and the
molecular orientation. Thus, apart from the intensity distribu-
tions, additional polarization distributions in the focal field have
to be considered, which rather adds to the complexity of the con-
figuration.

4.3. Coherent Anti-Stokes Raman Scattering

Nowadays, CARS is a useful tool for noninvasive imaging of
lipids and myelin, either in vivo or in vitro.[58,207] In the Raman
spectroscopy architecture, a single wavelength beam is required
to drive the electron oscillator and to obtain the characteristic
frequency 𝜔v which denotes a unique molecular structure. In
CARS, the characteristic frequency is not driven by a single op-
tical wave but rather by the frequency difference between the
pump beam 𝜔p and the Stokes beam 𝜔s. In other words, the
laser beams at frequency difference 𝜔p − 𝜔s establish the state
coupling between the ground state and the virtual state, which
represents the superposition of states in quantum mechanism,
i.e., the molecule is in the ground state and the virtual state si-
multaneously. This state coupling could be probed using a third
laser beam at the frequency 𝜔pr, which drives the molecule up
to the virtual state. Note that the molecule will return back to
the ground state, emitting anti-Stokes signals at the frequency
(𝜔pr + 𝜔p − 𝜔s). No energy conversion is involved in the CARS
process.[208]

Nonetheless, one major limitation of CARS is the existence
of a nonresonant background that is coherently mixed with the
resonant signal of the features of interest.[209] Several variants
of the technique have been proposed to address this problem
including coherent anti-Stokes Raman scattering difference mi-
croscopy (CARS-D).[60] Digital subtraction of the off-resonance
image from the on-resonance image can suppress the nonreso-
nant background (refer to Table 1 for equations).[210] Note that
this simple scheme is most advantageous for strong scatterers
when the resonant contribution is much larger than the nonres-
onant background. This digital image processing technique only
deals with the nonresonant signal during the process of image ac-
quisition rather than during the generation or detection process.
Alternatively, due to the line shape of spectral features in CARS,
the resonance peak can be accounted for as themaximumand the
resonance dip as the minimum and the backgrounds of the max-
imum and the minimum could be used for subtraction (refer to

Table 1 for the equation).[211–213] Subsequently, the resulting im-
ages could be corrected according to maximum–minimum ratio
of prerecorded CARS intensity distribution. This approach ren-
ders advantageous vibrational contrast for weak scatterers while
the resonant component is insignificant compared with the non-
resonant component.
Using the pulse shaping technique and the quantum coherent

control method, the relative intensity of resonant contribution
can be either maximized or minimized. Using lock-in detection,
with subtraction of the two signals, the background-suppressed
image could be achieved. Such a method can also be potentially
applied to other nonlinear process, like 2PE and SHG.[208] Three
pulsed lasers have also been used to improve the SNR and to
reduce noise in digital subtraction with high-frequency repeti-
tion rates.[214] Among the resulting CARS signals, the resonant
component and the nonresonant electronic background, only the
first item is frequency-dependent. Under high-frequency modu-
lation, the resonant useful component can be demodulated using
lock-in amplifiers with the background noise filtered.[201] How-
ever, this frequency-modulated CARS (FM-CARS) modality is
only suitable for the condition of low concentration. In analogy
to FM-CARS, using dual pumps, a subtraction of two CARS re-
sults in a specific ratio and background influence could be greatly
reduced.[209] Another optional scheme is particularly suitable for
the condition when the resonant signals are larger than or com-
parable to the nonresonant background, which can be completely
removed from the resulting image. The scheme is implemented
by acquiring three images of the same sample region when the
beat frequency on the optimal frequency is positive off half of
Raman linewidth and negative off half of Raman linewidth, re-
spectively. By subtraction of the two off-resonance images from
the on-resonance image, respectively, the background could be
highly suppressed (refer to Table 1 for the equation). Also, it is
noted that the triple-frequency scheme is much more prominent
for strong Raman scatterers than for the week scatterers. More-
over, the subtraction technique is also useful for enhancing the
spatial resolution of CARS. An alternative approach has been
proposed which involves with a pair of solid and hollow pump
beams for improving the spatial resolution of CARS resonant
(Figure 8c2,3). Vibrational anti-Stokes signals are obtained using
a Gaussianmode and doughnut mode, respectively. Based on the
subtraction of the latter from the former, significant resolution
enhancement could be achieved.[60,215]

4.4. Infrared Absorption Imaging

Infrared absorption (IRA) imaging is a promising analytical
strategy for biological structures within subcellular resolution
and tends to provide complementary information in contrast
to Raman Effect. It is a method that reveals the molecular
fingerprints since the molecular vibrational modes are de-
pendent on the chemical bonds in a material sample.[61,74,216]

Nonetheless, the diffraction limit imposes a severe resolution
ceiling for imaging detailed features. In terms of mid-infrared
wavelengths, normally in 2–20 µm range, in order to circumvent
the diffraction limit, several variants have been presented such
as reflective objectives, crossed polarizations, and central solid
immersion lens.[217,218] However, the resolution enhancements

Laser Photonics Rev. 2020, 1900084 © 2020 Wiley-VCH GmbH1900084 (20 of 27)



www.advancedsciencenews.com www.lpr-journal.org

of those endeavors are still limited. Numerical works have
demonstrated the potential of subtraction method for enhancing
resolution in the mid-infrared range. The mid-infrared central
solid-immersion lens (c-SIL) microscopy exploits the subtraction
method of a Gaussian beam with a c-SIL PSF and a second beam
modulated using 0–𝜋 phase plate with a centrally hollow PSF
(refer to Table 1 for the equation).[217] Thus, the solid Gaussian
image is filtered using an intensity weighted matrix so that
matches the hollow beam profile (Figure 8d2,d3).

4.5. Pump–Probe Microscopy

Pump–probe microscopy is a newly-rising and power-
ful technique in characterizing molecular specificity and
dynamics.[64,219,220] There are three kinds of pump–probe modal-
ity: stimulated emission (SE), excited state absorption (ESA), and
ground state depletion (GSD).[221–224] The transient absorption
microscopy (TA), one type of ESA pump–probe microscopy,
is utilized to obtain spatial information by virtue of saturated
effect.[225,226] However, the saturation effect requires for high
power density which is in high risk of ablating materials. An
approach, called differential transient absorption microscopy
(DTA),[227] is proposed exploiting the change in transient ab-
sorption rate. DTA does not require for saturated absorption
(Figure 8e2,3). Gaussian and doughnut-shaped pumps with
relatively low intensity are applied respectively and a probe beam
is utilized to obtain transient absorption signals. Subtraction of
the signal by doughnut pump from that by Gaussian pump will
result in a significantly shrunken spatial PSF (refer to Table 1 for
the equation).
Saturated excitation microscopy (SAX) is another type of

pump–probe microscopy. In the saturated illumination condi-
tion, it has been found that the excited fluorescence is propor-
tional to the temporal dynamic which is the superposition of
an exponential decay and a constant value.[228,229] At any posi-
tion throughout the fluorescence center to the periphery, the de-
cay rate is proportional to the excitation intensity. This theoreti-
cal law has been verified by experiments, which is beneficial for
spatial resolution improvement. However, saturation absorption
normally induces high risk of photodamage to the living sam-
ples. In order to further reduce the reciprocal side-effect, which
routinely contaminates the resulting imaging quality, differential
SAX (dSAX) has been proposed.[62,230] As we know, the fluores-
cence intensity varies under different saturation excitation inten-
sities. And because nonlinear component is determined by the
differentiation between the estimated linear fluorescence inten-
sity and the factual fluorescence intensity, the subtraction of the
latter from the former will result in the PSF of nonlinear com-
ponent, which presents sharper profile in contrast to linear com-
ponent. The experimental research has demonstrated its superi-
ority in image quality with less photobleaching effect. Nonethe-
less, this differential excitation technique is hindered by sample
drifting and laser power fluctuation. Subtraction technique is also
useful for dual-color imaging in SAX.[183] In cell samples stained
with easily-bleached organic dyes and nonbleaching FNDs, after
bleaching of the organic dyes, targets labeled with FNDs alone
are obtained. By subtracting image after bleaching from that be-

fore bleaching, the image stained with organic fluorophores can
be achieved.

5. Conclusion

It is noteworthy that the existing subdiffracted microscopic tech-
niques are not feasible in many applications due to shortcom-
ings, like difficult implementation and high cost. Solutions,
such as digital image process, fluorescent dye modification, op-
tical setup optimization and so on, are developed to address
the issues. Our reviewing work is focusing on the optimiza-
tion of current super-resolved versions so that they could be
broadly applied to biological community. Improvement in fac-
tors, like hardware, light path, probes, and algorithm, are in-
volved. In the midst of those strategies, subtraction technique
is relatively cheap and easily-implemented. Subtractive super-
resolution imaging (SSRI) has been widely used in biological
and material science, as well as in the nonlinear optical imag-
ing. A comparison of the applications of each SSRI technique
is presented based on the spatial and temporal specifics (Fig-
ure 9). Life science researchers should select the most suitable
technique according to the requirement of the living specimens.
Figure 10 gives a summary of the subtractive rationales based
on PSF engineering. Note that the resolution improvement of
each SSRI method could be expounded via the intensity re-
lationship analysis of the differential components. In a point-
scanning scheme, different pinhole sizes could produce different
resulting PSFs. As such, performing a subtraction between these
solid PSFs will yield resolution-enhanced images (Figure 10a–
c).[28] In the widefield scheme, phase masks are substitutable
to pinholes. Subtraction of images obtained by different phase
masks with different patterns will similarly ameliorate the fi-
nal image quality (Figure 10e).[80] Apart from the far-field con-
dition, subtraction technique is expedient for some near-field
imaging, like supercritical angle fluorescence microscopy (SAF)
or superoscillation microscopy (Figure 10d).[81,231] Recently, ex-
tended applications of subtraction technique in other imag-
ing techniques, including nonlinear optical microscopy, have
shown an upward trend. It is expected that commercial optical
super-resolution microscopy setup will be available for cell re-
search and material science community in the future, achiev-
ing ultrahigh 3D resolution and real time imaging without
compromise.
Note that subtraction technique possesses the drawback of

doubling of the acquisition time. Detector array adds versatility
to the subtraction technique. In a parallel detection scheme, a
single detector is replaced by the detector array and the resulting
image can be obtained with only one scan. After pixel reassign-
ment, inner ring point-detectors form a solid-profiled PSF image
while outer ring point-detectors generate a hollow-profiled PSF
image (Figure 10f–j). Subtraction of the two yields the final res-
olution at a factor of 2. In our perspective, based on subtraction
technique, detector array microscopy will be a fashion in subcel-
lular research field because of its versatile setup, high acquisition
speed, and relatively high spatial 3D resolution.[4] For example,
MINFLUX is a promising approach for achieving nanoscale lo-
calization with minimal photon flux; however, for each molecu-
lar localization, it requires four illuminations, which greatly de-
creases the acquisition speed.[140] Using a detector array scheme,
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Figure 9. Spatial and temporal resolution comparison concerning the subtractive optical super-resolutionmicroscopy. Reproduced with permission.[233]

Copyright 2008, Springer Nature. PET: positron-emission tomography; MRI: magnetic resonance imaging; OCT: optical coherence tomography; EM:
electron microscopy; ER: endoplasmic reticulum.

Figure 10. Schematic overview of PSF engineering in the improvement of super-resolution microscopy. a–c) Pinhole-dependent differential microscopy.
d) The subtraction methods applied in near-field microscopy. e) Subtraction methods in widefield microscopy, like phase mask subtraction (PMS) or
wavefront subtraction (WSM). f–i) The subtraction strategies applied in photon reassignment, like image scanning microscopy (ISM) or detector array
microscopy (DA). j) Switching laser mode differential method. Refer to Table 1 for detailed information.

with only one illumination, the subtraction of fluorescence sig-
nals from an inner-ring detector and an outer-ring detector could
achieve molecular localization.
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