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Abstract
In laser powder bed fusion (LPBF) additivemanufacturingmachines, a laser galvanometric scanning system is used to control the
movement of the laser beam, which melts material powders layer-by-layer in a powder bed. Errors between desirable positions
and actual positions of the laser in the work plane of the machine directly affect the geometry accuracy of built parts. Therefore,
calibrating the laser galvanometric scanning system of LPBF machines is a very important task. This system is generally
calibrated by calculating correction tables for its joint components. However, most existing calibration methods require a
measuring phase of actual positions of laser engraved on a calibration plate. This phase was generally performed by a measuring
system in another location, thus requiring a delay time and causing an interruption of the calibration process. In the current study,
an in situ calibration method for the laser galvanometric scanning head of LPBF machines was developed based on a vision
system. The vision system (i.e., a high-resolution monochrome camera) was used to acquire experimental data rapidly during the
calibration process, thereby avoiding the laser marking and the measuring phases of laser marks in another location. The acquired
experimental data was subsequently used to calculate the correction tables/matrices for calibrating the optical chain of an LPBF
machine prototype. The obtained results show that the developed measurement method is acceptable for the in situmeasurement
with a good accuracy. After the calibration process, errors between the positions generated by the identified LPBF machine and
those measured by the proposed method are very small with an average error of 0.03 mm, and about 80% of positions present an
error less than 0.04 mm in the calibration region.

Keywords Additive manufacturing . Laser powder bed fusion . Galvanometric scanning system . In situ calibration . Vision
system . Image processing

1 Introduction

1.1 Context

Laser galvanometric scanning systems are widely used in
many fields such as medical imaging, optical metrology,
and material processing due to its capability to achieve very
high-processing velocities, high-positioning repeatability,

and small laser spot size [1–3]. In laser powder bed fusion
(LPBF) additive manufacturing machines such as selective
laser melting (SLM) and selective laser sintering (SLS), a
laser galvanometric scanning head (Fig. 1) is also used to
control the positions of laser spot in the work plane. This
scanning head consists of a positioning device (i.e., two
rotatable mirrors driven by two galvanometers) and a fo-
cusing device. The focusing device can be either an f-theta
lens located after the positioning device, or a dynamic focus
module (DFM) located before the positioning device [4–6].
The focusing device controls the laser spot size in the work
plane, whereas the positioning device controls the positions
of laser spot in the work plane. Errors between desired
positions and actual positions of laser spot in the work
plane directly affect the geometry accuracy of built parts.
Therefore, the laser galvanometric scanning head of LPBF
machines must be calibrated in an accurate manner to con-
trol lasing paths.
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1.2 Literature review

In the literature, much research has reported the calibration of
galvanometric scanning systems. For instance,Mao et al. [8] and
Yang et al. [9] reported the calibration of one-mirror galvano-
metric scanners, which were used in 3D measurement systems.
Lüdtke et al. [10] and Tu et al. [11] calibrated two-mirror galva-
nometric laser scanners by using employed statistical learning
methods (e.g., linear regression and artificial neural networks).
For two-mirror galvanometric scanning systems, they were gen-
erally calibrated by calculating correction tables for all joint com-
ponents—i.e., two rotatable mirrors. The correction tables allow
us to determine the relationship between positions of laser spot in
the work plane (also called the task space) and corresponding
positions of all joint components in the join space.

Several mathematical models have been developed to de-
scribe the relationship between the task space and the joint
space. For example, the models presented in [12, 13] have taken
into account the geometry of all components of the laser galva-
nometric scanning system. However, these works have used
many assumptions related to the geometry, for example, rotat-
able axes of mirrors confused with their reflection surfaces.
Thereby, the real laser galvanometric scanning system was not
modeled completely. To fill this gap, certain authors have de-
veloped more representative models by taking into account dif-
ferent sources of defects such as defects related to laser source
orientation, positions, and orientations of mirrors [14, 15].
Recently, Godineau et al. [7] developed a complete analytical
model for the laser galvanometric scanning head of LBPF ma-
chines. In their model, thirty defects related to all components of
the laser scanning head were taken into consideration. Thus, the
position of a laser spot in the work plane was determined as a
function of all joint commands and thirty assembly defects.

In most of the published works [7, 14–17], the calibration
of laser galvanometric scanning systems by calculating cor-
rection tables was performed as follows. The laser beam was
controlled to desired positions, which were defined by a grid
of points. The laser beam engraved a grid of marks on a cal-
ibration plate to establish real positions of laser spot.

Subsequently, the real positions of laser spot were mea-
sured by a measurement system in another location.
Finally, based on mathematical models (with assembly de-
fects [7] or without defects [16, 17]) and experimental data,
the correction tables/matrices were calculated. These
methods allow the laser galvanometric scanning heads to
be calibrated effectively and precisely. However, they were
“rigid” and time-consuming, because the steps of measur-
ing the actual laser positions, which were engraved on the
calibration plate, were performed by a measuring system in
another location. In addition, it is difficult to integrate such
a measurement system in a closed-loop calibration proce-
dure. Lastly, the measured data accuracy was significantly
affected by the repositioning of the calibration plate and the
deviations of the measuring systems.

Nowadays, vision inspection systems, also called machine
vision systems, are widely used for automated inspection, ro-
bot guidance, quality control, and manufacturing applications
because of their accuracy, flexibility, repeatability, and effi-
ciency [18–21]. The vision inspection systems equipped
with a camera or multiple cameras, and even video and
lighting, are capable of measuring parts, verifying parts in
the correct position, and recognizing the shape of parts at
high speeds. In the literature, many researchers have used
such vision systems for the in situ inspection/monitoring of
AM processes [21–24]. In the vision inspection systems
using a camera, the camera can be installed in a coaxial
configuration or an off-axial configuration [23]. In the co-
axial configuration, the camera follows the same optical
path with the laser beam of LPBF systems to locally acquire
melting pool signals. Therefore, the melting pool can be
observed from the top view. This configuration was widely
used for measuring the size and temperature of melting
pool. On the other hand, in the off-axial configuration, the
optical axis of the camera is not perpendicular to the work
plane of LPBF machines. Thus, images captured by the
camera always present perspective distortion. However,
the images provide more comprehensive information, for
example, melting pool shape in side views, temperature

Fig. 1 Laser galvanometric
scanning head of LPBF machines
with dynamic focus module
(DFM), adapted from [7]
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distribution, and geometry and topography of deposited
layers [25–30].

In the context of using a vision system for the calibration
of a laser galvanometric scanner, Delgado and Lasagni [31]
proposed a method using a self-designed calibration plate
and a coaxial coupled vision device (i.e., a camera and an
illumination source) that shared the same optical path with
the laser beam. The authors demonstrated that their calibra-
tion method was capable of reducing the field distortion of
the laser galvanometric scanner efficiently, and avoiding
the necessity of repetitive marking and measuring phases
of laser marks. However, this calibration method was only
relied on experimental measurements. The geometry of the
laser galvanometric scanning system was not taken into
account in the calibration process.

1.3 Research aim

In this study, taking into account the complete analytical mod-
el of the laser galvanometric scanning head developed in [7]
and the advantages of a vision system simultaneously, an in
situ calibration method for the laser galvanometric scanning
head of LBPF machines was proposed based on a vision sys-
tem with a high-resolution monochrome camera. The aim is to
acquire experimental data rapidly during the calibration pro-
cess, and avoid the laser marking and the measuring phases of
laser marks. The research work presented in this paper was
carried out in two phases. Firstly, the feasibility of using such
a vision system to measure 2D objects in a plane with four
available reference points was demonstrated. Secondly, the
proposed measurement method was used to acquire the posi-
tions of laser spot intended for the calibration of the optical
chain of LPBF machines according to the algorithm devel-
oped in [7].

This paper is organized as follows: an overview of the
proposed method is described in Section 2. Section 3 details
the materials and experimental setup. In Section 4, the in-
trinsic parameters of the camera are estimated via the cam-
era calibration process. These parameters are used for the
image processing and the measurement. The homography
computation for correcting perspective distortion of images
is also presented. In Section 5, the method for acquiring
laser spot positions in the work plane of the LPBF machine
is presented. The measured positions of laser spots are sub-
sequently used for the calculation of correction tables to
calibrate the optical chain of the LPBF machines
(Section 6). Section 7 is intended for some conclusions
and future works.

2 Method overview

An in situ calibration method for the optical chain of LPBF
machines was proposed in this study basing on a vision sys-
tem—i.e., a high-resolution monochrome camera. In this
method, the measurement of laser spot positions was directly
performed on a reference plate positioned in the work plane of
the LPBF machine (Fig. 2).

Figure 3 presents the flowchart of the proposed calibration
method:

& In the first step, “Camera calibration and homography
computation,” the intrinsic parameters of the camera
were estimated via the camera calibration process.
These parameters were used for the image processing
and the measurement method. To correct the perspec-
tive distortion of images, a homography transforma-
tion was also estimated based on four points of the
reference plate (Section 4).

Fig. 2 a 3D modeling of the
LBPF machine prototype used in
the study, b high-resolution
monochrome camera and its
fixture system installed on the
machine prototype, and c the plate
with four reference points placed
on the work plane of the machine
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& In the second step, “Measurement of laser spot positions”
(Section 5), before detecting the laser spot in an image, lens
distortion (radial and tangential lens distortions) and per-
spective distortion of the image were corrected. The per-
spective distortion was corrected by using the homography
transformation matrix estimated in the first step. The
homography transformation allows an image captured in
an off-axial configuration to be transformed into an orthog-
onal image, and the computation of world coordinates of a
point from its pixel coordinates to be easily performed in an
automatic manner for all positions of laser spot. The pixel
coordinates of laser spot center in the corrected image were
identified by using some image processing algorithms.
Finally, the world coordinates (in millimeters) of laser po-
sitions in the world coordinate system were calculated by
using the ratio of millimeters per pixels.

& The calibration of the optical chain of the machine was
performed in two steps (Section 6): The pre-correction
tables calculated from the model of the machine without
defects and a set of theoretical points were used to gener-
ate the real laser spot position in the work plane. Once the
positions of laser spot in the work plane were measured,
they were subsequently used to identify all defects related
to the geometric model of the machine and calculate the
correction tables for all joint components of the optical
chain. Finally, the accuracy of the proposed calibration
method was analyzed.

3 Experimental setup

3.1 Camera

In this work, a monochrome camera VIEWORKS VC-71MC
and a lens ZEISS DISTAGON T2.0/35 ZF were used for the

measurement. The monochrome camera possesses a high-
resolution CMOS imaging of 10,000 (H) × 7096 (V) pixels.
The size of each pixel is 3.1 μm × 3.1 μm. The camera was
installed on the machine according to an off-axial configuration
beside the laser scanning head of the machine (Fig. 2b). This is
due to the fact that the build compartment of LPBF machines
requires an isolable environment from the outside of the ma-
chines, and it is filled with inert gases such as argon or nitrogen
to ensure the quality of built parts and avoid the phenomena of
oxidation and contamination [32]. The fixture system of the
camera was designed so that the position and orientation of
the camera can be adjusted to capture expected images of the
objects on the work plane of the machine (Fig. 2 a and b). Once
the camera was installed on the LBPF machine prototype, the
pose of the camera was fixed during the measurement.

3.2 Reference plate

To acquire the laser spot, a plate with four reference points
was positioned in the work plane of the machine (Fig. 2c). The
world coordinates of four reference points were measured a
Microvue - Excel 651 HM-HC optical system. A reference
point is the intersection of a vertical line and horizontal line
engraved on the reference plate. The images of laser spot on
the plate at different positions were captured by the camera. In
order to obtain a proper image for the image processing, the
exposure time of the camera was adjusted, and a light projec-
tion source was used.

3.3 Laser source

In the current study, a visibly red laser with a very low power
was used instead of a high-power laser source as in real LBPF
machines. The aim of using this laser source is to ensure the
safety of operators and all experimental devices. Thereby, the
reference plate can be used many times in the experiments.

Fig. 3 The flowchart of the
proposed in situ calibration
method
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Moreover, with a visible laser source, the images of laser spots
in the work plane captured by the camera present in common
shapes such as circles or ellipses, avoiding the large deviation
in the detection of laser spot centers in images. The use of a
visible laser instead of a high-power laser source would also
not significantly change the calibration accuracy of the ma-
chine’s optical chain. This will be demonstrated at the end of
Section 6.3.

3.4 Test platform

The test platform used is composed of a 3-axis CTI
(Cambridge Technology) laser scanning head and an SMC
control board. It is identical to the technology used in an
Addup Formup 350. The geometry of the test platform has
been chosen to match the geometry of the same machine.
These choices make it possible to carry out tests that can be
directly transposed to an industrial machine.

4 Camera calibration, homography
computation, andmeasurement of 2D objects
in a plane

An image captured by the camera always presents lens and
perspective distortions, which have significant effects on the
accuracy of the identification of entities in the image, and
subsequently on the accuracy of the measurement method.
Hence, the camera should fi rs t ly was cal ibrated
(Section 4.1). The calibration process aims at estimating the
intrinsic and extrinsic parameters of the camera. The intrinsic
parameters include the focal length, principal point, pixel
skew coefficient, and radial and tangential distortion coeffi-
cients, whereas the extrinsic parameters describe the pose of
the camera (i.e., the camera’s orientation and position). In
order to detect and measure the laser spot position in images
automatically, a homography transformation matrix based on
four reference points was calculated (Section 4.2). Finally, the
measurement method for 2D objects in the work plane was
validated to ensure the quality of acquired data for the calibra-
tion process (Sections 4.3 and 4.4).

4.1 Camera model and camera calibration

In computer vision, the pinhole camera model is widely used
[20, 33]. This model presents the mapping relation between
an arbitrary 3D point P = (Xw, Yw, Zw) in the world coordi-
nate system (Rw) and its corresponding pixel point p = (u, v)
in the pixel coordinate system (Ruv) of the image, as shown
in Eq. (1) and Fig. 4:
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where λ is a non-zero scale factor; fx and fy are the effective
focal length on the u-axis and v-axis of the pixel coordinate
system (Ruv); cx and cy are the coordinates of the principal point
that is the intersection of the optical axis and the image plane in
the image coordinate system (Rim); s is the skew coefficient,
which is non-zero if the image axes are not perpendicular. The
parameters fx, fy, cx, cy, and s constitute the intrinsic parameter
matrix A of the camera. The matrix R and the vector T are the
rotation matrix and the translation vector between the camera
coordinate system (Rc) and the world coordinate system (Rw).
They describe the extrinsic parameters of the camera.

To present a real camera, the radial and tangential distor-
tions of the camera lens are also taken into account. The equa-
tion describing these distortions is given by Eq. (2) [34]:

xdistorted
ydistorted

� �
¼ 1þ k1r2 þ k2r4 þ k3r6

� � x
y

� �

þ 2p1xyþ p2 r2 þ 2x2
� �

2p2xyþ p1 r2 þ 2y2
� �

� �
ð2Þ

where (x, y) are the coordinates of the point p in the image
coordinate system (Rim) without distortions: x = u − cx and y =
v − cy; (xdistorted, ydistorted) denote the coordinates of the
distorted point of the point p; r2 = x2 + y2; k1, k2, and k3 are
the radial distortion coefficients; p1 and p2 are tangential dis-
tortion coefficients. These distortion coefficients are also con-
sidered as intrinsic parameters of the camera.

Fig. 4 Schematic diagram of the camera model
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The camera calibration aims at estimating the intrinsic and
extrinsic parameters of the camera. These parameters were
estimated by minimizing the cost function (3):

∑n
i¼1∑

m
j¼1 mij− bM A; k1; k2; k3; p1; p2;R;T ;M j

� ���� ���2 ð3Þ

where bM is the projection of the world point Mj in the
image according to Eq. (1); mij is the jth image point corre-
sponding to the world pointMj in the image i; n is the number
of images used for the calibration process; and m is the num-
ber of world points, equal to the number of image points in
each image.

In this study, the camera parameters were estimated by
using the “Camera Calibrator” toolbox available in Matlab
and a calibration plate certificated by GOM Company with
dimensions of 500 mm × 400 mm and 69 × 53 circular black
markers on the white background (Fig. 5).

In the literature, most existing camera calibration ap-
proaches [35–39] and the Camera Calibrator toolbox devel-
oped in Matlab consider that the world points Mj must be
coplanar and their z-coordinate is equal to 0. In fact, the z-
coordinates of marker centers of this plate present a deviation
between 0 and 0.377 mm. To take into account this flatness
defect and improve the parameter determination, a least square
fitting plane (LSFP) was firstly estimated from the given co-
ordinates of all marker centers. Finally, the projections of all
marker centers on the LSFP and their coordinates in the coor-
dinate system associated with the LSFP were used as the
world points for the camera calibration.

To calibrate the camera, twenty-nine images of the calibra-
tion plate captured in different positions and orientations were
used. The estimated intrinsic parameters of the camera are
given in Table 1.

Fig. 5 Plate certificated by GOM used for the camera calibration Ta
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It can be seen that the values of the tangential distortion
coefficients (p1 and p2) are very small, which shows the qual-
ity of the optics. Thus, the influence of tangential distortion
can be negligible. The standard deviations of fx, fy, cx, cy, and s
are fewer than 0.3 pixels, meaning a good uncertainty in the
estimation of camera parameters. On the other hand, the radial
distortion coefficients (k1 to k3) are noticeable and have sig-
nificant effects on the identification precision of expected en-
tities in the images. Therefore, this distortion should be
corrected before the detection of laser spot centers.

4.2 Homography computation

The perspective distortion always exists in an image taken in a
non-orthogonal configuration. This distortion can be corrected by
estimating a 2D homography matrix H defined as Eq. (4) [40]:
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5 ¼ H3�3

u
v
1

2
4

3
5 ð4Þ

where (u, v) are the coordinates in the initial image and
(u′, v′) are the coordinates in the orthogonal image. Herein,
the matrix H was estimated by using four correspondences
(A, B, C, D) ↔ (A′, B′, C′, D′), as shown in Fig. 6a.

The points (A, B, C, D) in the initial image, each point is the
intersection of a vertical line and a horizontal line engraved on

the plate, were detected by using theAlgorithm 1 (described in
Section 4.3), whereas the points (A′, B′, C′, D′) in the orthogo-
nal configuration were defined from the corresponding world
points, the focal length and principal point of the camera.

By using the perspective warping with the homography
transformation matrix H, the perspective distortion of the ini-
tial image was effectively corrected, and the corrected image
appears as an image captured in the orthogonal configuration
of the camera (Fig. 6b).

4.3 Measurement method of 2D objects in a plane

4.3.1 Detection of a grid point in the image

In this work, the interested 2D objects were the grid points
engraved in the reference plate. The pixel coordinates of a gird
point in the image were determined through two steps: (i)
correct lens distortion of the image, and (ii) identify the inter-
section points of the gird on the image. The lens distortion
correction was easily performed by using the Camera
Calibrator toolbox of Matlab software.

In the image, each line of the grid is characterized by a
bright line with a width of about ten pixels. Each point of
the grid is the intersection of a vertical line and a horizontal
line. Hence, a grid point in the image was identified by the
Algorithm 1 developed in Matlab, as follows:

Algorithm 1: Identification of a grid point in the image

1. Crop a square region of interest (RoI) around the interested point to isolate it from the 

total image and reduce the image processing time (Fig. 7).

2. In the cropped image, detect the points on boundaries of the vertical and horizontal lines 

by using the CANNY algorithm [40]. Sometimes it also detects boundary points of bright 

regions in the RoI (Fig. 7b).

3. From the detected boundary points, apply the RANSAC algorithm [40] to classify and 

construct two vertical lines (green) and two horizontal lines (yellow), which are the 

boundary lines corresponding to the vertical and horizontal lines. 

4. Calculate four intersections (x, red) of four constructed lines and their gravity centroid 

(*, violet). This gravity centroid was considered as the grid point needs to identify (Fig. 

7b).

5. Transform the pixel coordinates of the identified grid point in the cropped image (Fig. 

7b) into the pixel coordinate system of the corrected image (Fig. 7a)

The Algorithm 1 was used to detect four reference points
(Fig. 2c), which are intended for the homography computa-
tion, and detect all grid points on the plate (Fig. 7a) for the
validation of the measurement method.
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4.3.2 Detection of all grid points in the image
for the measurement method

In order to detect all grid points engraved on the plate au-
tomatically, the correction of lens distortions and perspec-
tive distortion was firstly performed. Thereafter, a grid of
theoretical points was created from four points (A′, B′, C′,
D′) (Figs. 6b and 7a)—each theoretical point is very close
to the grid point to be detected. Finally, all grid points in the
corrected image are automatically detected by the
Algorithm 1.

4.3.3 Computation of the world coordinates of grid points

To calculate the coordinates of the grid points in the world coor-
dinate system (Rw), the ratio (r) between a distance in the world
coordinate system (Rw) per the corresponding distance in the
orthogonal image was used. This ratio was defined as Eq. (5):

r ¼
P jPk
��!��� ���
p jpk
��!��� ��� mm=pixelð Þ ð5Þ

where pj, pk are the image points selected from four refer-
ence points (A′, B′, C′, D′) in the orthogonal image (Fig. 7b)
and pj ≠ pk; Pj and Pk are respectively the corresponding world
point of pj and pk.

Finally, the coordinates of the grid points measured by the
proposed method are calculated as Eq. (6):

Pmesure ¼ r* p–Cð Þ ð6Þ

where C = (cx, cy) is the principal point of the camera,
Pmesure is the grid point measured in the world coordinate
system in millimeters, and p is the corresponding image point
in the pixel coordinate system of the orthogonal image.

4.4 Validation of measurement method

Figure 8 shows the position errors between the grid points
measured by the proposed method and the reference points
given by the manufacturer of the plate. For all measured
points, the position errors are less than 0.058 mm, and the
mean error is approximately 0.028 mm. In the error histogram
(Fig. 8 on the right), it is found that about 82% of measured
points have errors less than 0.04 mm. Only 8% of measured
points present errors between 0.045 and 0.058 mm.

It is also observed that the distribution of errors is not ho-
mogeneous. This phenomenon can be explained by the inho-
mogeneity of the grid lines engraved on the plate, and the
image-taking condition (for example, the light intensity and
reflection of light on the plate). This produces the lines in the
image with different levels of clarity. In fact, the accuracy of
the proposed measurement method greatly depends on the
accuracy of the homography calculation and the grid point
detection. Therefore, the detection of grid points in the images

Fig. 7 Identification of grid
points in the corrected image: a
creating a theoretical grid of
points and b determining a point
of the grid (intersection of two
lines) in the image

Fig. 6 Perspective distortion
correction by applying a
homography transformation: a
initial image with perspective
distortion and b image after the
perspective warping with the
homography H
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plays an important role. The quality of the detection of grid
points in the images strongly depends on the brightness of the
lines in the image. This problem can be eliminated by improv-
ing and adjusting the image-taking condition and selecting the
proper threshold values for detecting boundary points of lines
in the CANNY algorithm (Fig. 8b).

In summary, the results shown in this section confirm that
the proposed method can detect image points in the image
correctly, and the points in the work plane of the machine
can be efficiently measured with an average position error
lower than 0.03 mm. Therefore, the method can be used for
the in situ calibration of the optical chain of LPBF machines.

5 Measurement of laser spot positions
in the work plane

5.1 Shape of laser spot

In the experiment, the reference plate was used to acquire the
laser spot shape. This plate was positioned on the work plane
of the machine so that the axis Xp and Yp of the plate coordi-
nate system Rp are respectively parallel to the axis Xw and Yw
of the world coordinate system Rw of the work plane of the
machine (Fig. 9). The images of laser spot in the reference
plate were captured by the camera.

In images, a laser spot is ideally represented by a small
region of bright and white pixels and the boundary of the laser
spot is a circle or an ellipse. However, depending on many
factors such as the firing angle of the laser, the surface state,
the surface material, the light of the working environment, the
resolution of the camera, and the exposure time of the camera,
the actual laser spot form is often elliptical (Fig. 10a) or irreg-
ular (Fig. 10b). In addition, the laser spot images present some
types of noises, for example, background noise (Fig. 10c),
photon noise, and readout noise (Fig. 10d) [41]. To limit re-
flections and reduce noise on the image, the surface of the
plate was covered with a mat material except four reference

points (Fig. 2c) that were used to calculate the homography in
the measurement method. After that the background noise was
eliminated (Fig. 10a).

5.2 Detection of laser spot in the images

The steps to detect the laser spot center are shown in Fig. 11.
Firstly, the image of the laser spot was corrected in terms of lens
and perspective distortions. In addition, a square region of inter-
est (RoI) including the laser spot was cropped to isolate the laser
spot from the total image and reduce the image processing time.

To reduce the photon and readout noises while leaving the
edges of the laser spot unchanged, some image filtering ap-
proaches can be used. Several algorithms are frequently used
to filter images, such as adaptive median filtering, Gaussian
filtering, medium filtering, and Wiener filtering [42]. In this
work, to reduce the photon and readout noises while leaving
the edges of the laser spot unchanged, the 2D Gaussian

Fig. 9 Illustrating the positioning of the reference plate on the work plane
of the machine

Fig. 8 Distribution of position
errors between the measured
points (red) and the reference
points (white) and the cumulative
histogram of position errors
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filtering [37, 43] was employed. Thereafter, the filtered image
was converted into a binary image using a threshold value
defined as Ts = Imax/1.1 [44], where Imax is the maximum
brightness in the image.

There are two groups of methods in the literature for de-
tecting the center of the laser spot:

1. In the first group, the contour of the laser spot was firstly
detected, and the center of the laser spot was then determined

by estimating a circle or an ellipse from the detected contour
by the least square method [44–46]. These methods are ef-
fective for detecting laser spots with a relatively large size
and a regular shape (e.g., circle or ellipse).

2. The second group of methods was based on analyzing the
characteristics of the laser spot area as a function of pixel
intensity of the image, for example, Gaussian quadric es-
timation [47] and center of gravity [41, 48–52]. The center
of the light spot is generally located at the top of the

Fig. 11 Different methods of
laser spot center detection

Fig. 10 Various shapes of the
laser spot appearing in the image:
a ellipse, b irregular shape, c the
laser spot with the background
noise, and d the laser spot with
readout noise
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intensity surface. Hence, these methods are more suitable
for determining the center of the laser spot, in particular
for well-structured laser spots.

In this work, three methods were considered to detect the
position of the laser spot, namely ellipse fitting (1), center of
gravity (2), and Gaussian quadric estimation (3), as depicted in
Fig. 11. (m1.1) is the method (1) using the input data detected
by the CANNY algorithm [40], while (m1.2) is the method (1)
using the input data detected by the binarization. In the same
way, (m3.1) is the method (3) using the input image without
Gaussian filtering, and (m3.2) is the method (3) using the input
image filtered by the Gaussian filtering operation.

5.2.1 Influence of the noise

In order to evaluate the accuracy and performance of these
methods, three cases of laser spots were simulated by using a
super-Gaussian distribution function of order p [53–55], as
shown in Table 2. These images were representative for certain
actual shapes of laser spot on the reference plate taken by the

camera. The size of each image is 160 × 160 pixels and the center
of laser spot for all ideal images without noises is the image
center (x0, y0) = (80, 80) (pixels). Figure 12 presents the detection
error between the laser spot center detected by the considered
methods and that of the ideal image center (x0, y0). It is revealed
that the methods (m1.2), (m2), and (m3.2) are more stable and
the detection error is less than 0.3 pixels in the three study cases.

5.2.2 Influence of the setup environment

Due to the vibration of the machine and the change of light
intensity of the experimental room, the position of an actual
laser spot is also unstable. Figure 13 shows the positions of
an actual laser spot detected by the methods (m1.2), (m2),
and (m3.2) in 20 images taken successively by the camera.
For the detection methods (m1.2) and (m2), the maximum laser
spot variation distance in the images is 0.26 and 0.27 (pixels),
respectively, whereas the method (m3.2) shows the maximum
laser spot variation distance of 0.90 (pixels). This observation
demonstrates that the methods (m1.2) and (m2) allow us to
obtain more stable detection results of the real laser spot center.

Table 2 Images of laser spot simulated by the super-Gaussian distribution function without noises and with white Gaussian noises

p Ideal image without noises Image with noises

1

4

8
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In terms of the image processing time, the method (m2) is
more rapid. Thus, the method (m2), center of gravity, was
finally taken into account for the study.

5.3 Determination of laser spot positions in the world
coordinate system

Once the laser spot center in the cropped image was detected,
its coordinates were transformed into the pixel coordinate sys-
tem of the corrected initial image, and the coordinates of laser
spot position in the world coordinate system of the plate were
determined as presented in Section 4.3.3.

6 In situ calibration of galvanometric scanning
head for a LPBF machine prototype

6.1 Model of LBPF machines

In this study, the models developed by Godineau et al. [7] for
the optical chain of industrial SLM machines, i.e., forward
kinematic model (FKM) and inverse kinematic models

(IKM), and the proposed measurement method (Section 2)
were used for calibrating the optical chain of an LPBF ma-
chine prototype installed in our laboratory (Fig. 2a). The for-
ward kinematic models (FKM) expresses the coordinates of
the laser spot position in the work planeX = (x, y) as a function
of the joint commands Q = (θx, θy) (Fig. 1 on the left) and
assembly defects δ: X = f(Q, δ), while the inverse kinematic
models (IKM) allows determining the joint commands Q and
assembly defects δ from X [7].

The LPBF machine prototype considered in this work pos-
sesses the same optical chain (i.e., the laser galvanometric scan-
ning head) to that of the industrial LPBF machine. However,
the CTI block of mirrors of the prototype machine has only a
protective window, whereas the CTI block of the industrial
machine possesses two protective windows (Fig. 1). Thus, the
model of the optical chain in this study was adapted from the
model in [7] by removing the protective window 2 of the CTI
block (Fig. 1) and two related defects. The model in this study
has 28 assembly defects instead of 30 defects as in [7].
Moreover, in this study, we used the reference plate (Fig. 2c)
positioning on the work plane of the machine to measure the
laser spot position in the step of experimental measurement
phase. Thus, the work distance from the CTI head and the work
plane must be modified by subtracting the thickness of the
plate. This means the work plane considered in this study is
the top surface of the reference plate.

6.2 Calibration procedure

The calibration process of the laser galvanometric scanning
head consists of two steps, which are detailed in the next two
sections.

6.2.1 Calculation of pre-correction tables

In the first step, the pre-correction tables/matrix for all joint
commands was calculated from the IKM without defects and
a gird of theoretical laser spot positions in the work plane—
Xth (xth, yth). The theoretical positions of laser spot consist
of 65 × 65 points in a calibration region of 560 mm × 560
mm. The pre-correction tables/matrix ([Δxpre]65x65 and
[Δypre]65x65) in bits was calculated according to the schema
presented in Fig. 14.

6.2.2 Calculation of correction tables

In the second step, the correction tables were calculated from
the experimental data and the IKM with identified assembly
defects, as shown in Fig. 15. Firstly, the pre-correction tables
were integrated in the ScanMaster Controller (SMC) of the

controlling device. A subset of theoretical pointsX*
th extracted

from the theoretical gird of points Xth was used to generateFig. 13 Influence of system vibration on measurement accuracy

Fig. 12 Detection errors caused by different methods
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real positions of laser spot in the top surface of the reference
plate by using the ScanMaster Designer software. At each
time the laser projected in the reference plate surface, its spot
was captured by the camera. Subsequently, all captured im-
ages were used as the input for the measurement method of
laser spot positions, as described in Section 5. The obtained
measuring data Xexp was then used for the identification of 28
assembly defects δ by using the algorithm developed in [7].
Finally, the correction tables were calculated in the same

manner for calculating the pre-correction tables, but using
the IKM with already identified defects.

6.2.3 Data acquisition

Due to the dimensions of the reference plate are limited in
(350 mm × 350 mm), the measurement of laser spot positions
was performed at 19 × 11 positions. These positions of laser
spots were generated by shooting the laser according to the

order of theoretical grid points X*
th (209 points), as shown in

Fig. 16.
In the experiment, the positions of laser spot were mea-

sured in the world coordinate system of the reference plate
(Rp). Hence, it is necessary to measure the position of laser
spot corresponding to the origin of the world coordinate sys-
tem of the machine (Rw) in (Rp) (Fig. 9). Denote X 0

mes Rwð Þ is

the origin of the world coordinate system of the machine (Rw)
in (Rp) and X i

mes Rwð Þ is the position of the laser spot measured

in the world coordinate system of the reference plate (Rp), the
position of the laser spot in the world coordinate system of the
machine Xexp(Rw) was determined by Eq. (7):

X i
exp¼X i

exp Rwð Þ ¼ X i
mes Rpð Þ−X

0
mes Rwð Þ; i ¼ 1…209 ð7Þ

6.3 Calibration results and discussion

Figure 17 shows the deviation between themeasured positions
(red) and those of the model without defects (white). It is

Fig. 15 Calculation of correction tables for joint commands

Fig. 14 Calculation of pre-
correction tables for joint
commands

Fig. 16 Order for laser shooting and laser spot positions to be measured
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found that position error values are still important in compared
to the requirement of the manufacturer. The average value of
position errors is about 0.39 mm and the maximum value is
about 1 mm.

To evaluate the accuracy of the calibration, the same steps
in the data acquisition presented in Fig. 15 were repeated.
However, in this case, the correction tables were used instead
of the pre-correction tables. The measured positions of actual
laser spot were then compared with those generated by the
identified model of the machine. Figure 18 presents the posi-
tion error distribution between the measurement and the iden-
tified model with defects of the machine. It reveals that the
position errors between the measured positions and those gen-
erated by the identified model are very small with an average
error of 0.03 mm. The maximum position error is less than
0.075 mm. There are approximately 80% of positions with an
error less than 0.04 mm (Fig. 19).

The distribution of position errors was not homoge-
neous. In fact, the laser spot shape varies according to
the laser shooting positions and the conditions of taking
the images, resulting in the deviation of laser spot po-
sitions in the images.

In comparison with the model without defects of the
machine (i.e., the model using the pre-correction tables),
after the calibration process the average position error
was significantly reduced from 0.38 mm (Fig. 17) to
0.03 mm (Fig. 18). The maximum error was also re-
duced from 1.00 to 0.075 mm.

In comparison with the calibration results obtained in [7]
for an industrial LPBF machine, which uses the same laser
scanning head as the machine prototype in this study, the
residual errors between the measurement and the identified
model of the machine were higher. In [7], after the calibration
process, 95% of positions in the calibration zone presents an
error less than 0.02 mm, and the maximum error is below
0.025 mm. The calibration results in this study were still not

good as those obtained in [7]. This can be explained by some
following reasons:

& The difference between the geometry of the machine pro-
totype used in this study and the model developed in [7] for
a real industrial machine. The calibration and measurement
results are also affected by the vibration of the machine
structure, the variation of light during measurements.

& The shape of the laser spot greatly varies over all the
studied points. Thus, detection quality criterion should
be defined in order to eliminate outliers.

& The area used for calibration in our case is limited by the
size of the plate. Theoretically, the calculation of the cor-
rection tables/matrix with dimensions of 65 × 65 requires
65 × 65 measured points. However, the experimental data
was only measured at 19 × 11 points in a small region
(Fig.`16). For the elements of the correction matrix not
having the corresponding experimental data, an interpola-
tion strategy was applied. These elements can have an
important influence on the identification of the machine
model with defects. However, the final result of the

Fig. 19 Cumulative histogram of position errors from Fig. 18

Fig. 18 Distribution of position errors between the measured laser spot
positions (red) and those of the identified model (white) after the
calibration

Fig. 17 Distribution of position errors between the measured positions
(red) and those of the model without defects (white)
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calibration process reveals a deviation (Figs. 18 and 19)
similar to that observed on the measurement results carried
out on the reference plate (Fig. 8). This is a very interest-
ing finding and allows us to confirm the performance of
the proposed in situ measurement method.

A final point concerns the used laser source, which is dif-
ferent from that used in industrial machines. In the current
study, a red laser with a wavelength of 633 nm in the visible
range was used. On the other hand, in a commercial LPBF
machine, the used laser has a wavelength of 1070 nm and
located in the infrared range; therefore, it is not visible with
the used camera. One of possible variation sources in the
optical path is due to a variation in the refractive index used
in [7]. For the silica glass used in the machine prototype, it is
possible from the Sellmeier’s formula to compute the refrac-
tive index [56, 57] for the two laser source: n = 1.4551 for the
633 nm wavelength, and n′ = 1.4496 for the 1070 nm wave-
length. The difference of the laser spot location according to
these two indexes with the model without defects is represent-
ed in Fig. 20. The results highlight the very small influence of
the wavelength variation on the final result, which confirms
our approach using a visible laser.

7 Conclusions and future works

In this work, we proposed an in situ calibration approach for
the laser galvanometric scanning head of LBPF machines by
using a vision system. The calibration algorithm was based on
the models developed in [7]. The main contribution of this
work is the development of an in situ method to rapidly mea-
sure the positions of the laser spot used for the calibration
process, and avoiding the marking and measuring phases of
laser marks as in previous works. The obtained results on the
calibration show that the position errors between the positions

generated by the identified machine with defects and those
measured by our method are very small with an average error
of 0.03 mm and the maximum position error less than 0.075
mm. There are approximately 80% of positions with an error
less than 0.04 mm.

The calibration results to date are not yet satisfactory with
the constraints required by the manufacturer due to some rea-
sons related to the difference related to the geometry between
the used machine prototype and real industrial machines.
However, by comparing between the identified model with
defects and the measurement, we can confirm that the devel-
oped method is acceptable for the in situ measurement with a
good accuracy level.

In future work, the calibration area in the work plane and
the number of laser spot position should be extended and
augmented as in [7] to obtain a sufficiently measured data
and enhance the accuracy of the calibration process.
Moreover, the proposed method will be implemented with
an industrial LBPF machine, which has a geometric model
suited with the algorithm developed in [7] to confirm the ef-
fectiveness of the proposed method in terms of time and ac-
curacy. Moreover, compared with other calibration methods,
the method we propose also allows process monitoring based
on the geometric link between the camera mark and the pro-
duction drawing mark. This aspect will also be developed in
future work.
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