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ABSTRACT 
In this paper, we propose distance-based mean filter (DBMF) to 

remove the salt and pepper noise. Although DBMF also uses the 

adaptive conditions like AMF, it uses distance-based mean instead 

of median. The distance-based mean focuses on similarity of pixels 

based on distance. It also skips noisy pixels from evaluating new 

gray value. Hence, DBMF works more effectively than AMF. In 

the experiments, we test on 20 images of the MATLAB library with 

various noise levels. We also compare denoising results of DBMF 

with other similar denoising methods based on the peak 

signal-to-noise ratio and the structure similarity metrics. The 

results showed that DBMF can effectively remove noise with 

various noise levels and outperforms other methods. 

CCS CONCEPTS 
• Computing methodologies➝ Image processing; 

Keywords 
Image restoration, Image denoising, Image Processing, Image 

Quality Assessment, Salt and pepper noise.  

1. INTRODUCTION 
The salt and pepper (SnP) noise [1, 2, 3, 4, 5] is a popular type of 

noise appearing in many electronics devices. SnP is caused by a 

sharp and sudden disturbance in the signal and it reduces image 

quality. This issue reduces performance for many automation and 

control systems [6, 7, 8, 9, 10]. Hence, noise removal is a very 

necessary task. Moreover, since noise reduces image quality and 

can cause many issues for pattern recognition, classification, and 

feature extraction, it is necessary to remove it. Therefore, the 

denoising problem has a wide range of applications. It is an 

important task of the preprocessing stage before further 

processing/analyzing. 

Unlike other types of noise such as Gaussian noise [11, 12, 13] or 

Poisson noise [14], SnP noise has a simpler structure. It is a type of 

impulse noise. In a noisy image, noisy pixels are classified into two 

classes [15, 10]: salt pixels (white pixels) and pepper pixels (black 

pixels). The salt pixels have gray value equaling the maximum gray 

value of the image and the pepper pixels have gray value being the 

same as the minimum gray value of the image. For an 8-bits 

grayscale image, the maximum gray value is 255 and the minimum 

gray value is 0. 

In this work, we proposed a distance-based mean filter to remove 

SnP noise. DBMF is developed based on Adaptive Median Filter 

(AMF). DBMF and AMF use similar adaptive conditions for 

processing high-density noise. However, AMF has two limitations: 

(1) for high-density noise, the median may reflect inaccurately the 

new gray value of the center pixel, and (2) the median does not take 

into account the similarity of pixels. Therefore, DBMF is proposed 

in this paper to improve the noise removal performance of AMF. 

Basically, DBMF does not use noisy pixels to evaluate a new gray 

value for the center pixel of an adaptive window. It mainly focuses 

on the similarity of pixels in the window by placing weights based 

on distance for pixels. Hence, evaluating a new gray value for the 

center pixel of the window is more accurately. 

Our contributions focus on: (1) proposing a distance-based mean 

that takes into account weights based on distance of pixels, (2) 

improving Adaptive Median Filter by replacing the median by the 

distance-based mean in the algorithm implementation, and (3) 

implementing the proposed denoising algorithm, comparing 

denoising results with other similar methods and discussing on the 

obtained results. 

In the experiments, we test the proposed denoising method on 20 

images of the MATLAB library with various noise levels. We also 

compare denoising results with ones of other state-of-the-art 

denoising methods. 

The paper is structured as follows. Section 2 is a literature review. 

Section 3 introduces the proposed denoising method. Section 4 

presents the experiments and the comparison of denoising results 

with other similar methods. Finally, section 5 concludes. 

2. LITERATURE REVIEW 
To remove SnP noise, there are many approaches including filters 

(nonlinear, linear) [2, 16], regularization [10, 17, 15], wavelets: 

Empirical Bayes [18], False Discovery Rate [19] (FDR), Stein's 

Unbiased Risk Estimate [20] and machine learning [21]. In the 

paper, we mainly focus on filters.  

There are two types of filters: linear filters and nonlinear filters. 

Linear filters can only remove low-density noise. They are not 

effective for medium-density and high-density noise. Inversely, 

nonlinear filters are more effective, especially for SnP noise. 

Among nonlinear filters, the Median Filter (MF) is a simple and 

effective filter for removing low-density noise (usually up to 20%). 

Adaptive Median Filter (AMF) [22] is an improved version of MF 

[23] that focuses on medium-density and high-density noise 

removal. AMF uses adaptive conditions based on the maximum 

gray value, the minimum gray value, the median value and gray 
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values of pixels in an adaptive window. If the conditions are 

satisfied, the median value of gray values of all pixels in the 

adaptive window will be assigned to the center pixel of the 

window. The size of an adaptive window also changes to remove 

noise more flexibly and effectively. In many works, the maximum 

size of the window is fixed by 9. The higher values of the size can 

slow down the denoising process. 

Modified Decision Based Unsymmetric Trimmed Median Filter 

(MDBUTMF) [1] is another effective filter for SnP. MDBUTMF 

also uses a dynamic window to remove noise. Otherwise, it also 

excludes noisy pixels before evaluating the median value. Hence, it 

is an effective filter. When MDBUTMF process high-density 

noise, it can cause some defects. In recent years, another 

well-known filter is Based Pixel Density Filter (BPDF) [2]. BPDF 

works well on low-density and medium-density noise. For 

high-density noise, BPDF usually causes a raindrop effect. 

Adaptive Type-2 Fuzzy Filter (T2FF) [24] is another effective filter 

that is based on the theory of fuzzy decision. However, when 

processing high-density noise, T2FF usually does not preserve 

image structure well. Iterative Mean Filter [16] is another 

state-of-the-art filter. It can remove noise with various densities 

effectively. However, unlike other nonlinear filters, IMF is an 

iterative manner. Therefore, it requires tolerance. This matter can 

affect the speed of evaluation. 

3. IMAGE DENOISING METHOD 

3.1 Definitions and Noise Model 

Let [𝑢𝑖𝑗]
𝑚×𝑛

,  [𝑣𝑖𝑗]
𝑚×𝑛

, [𝑤𝑖𝑗]
𝑚×𝑛

 be a noise-free image, a 

corrupted image by SnP noise and a restored image, respectively, 

where 𝑚, 𝑛 – numbers of pixels by the image width (horizon) and 

height (vertical), respectively. 

Definition 1. Suppose that [𝑢𝑚𝑖𝑛 , 𝑢𝑚𝑎𝑥] is a range of grey values 

of an image. SnP noise can be modeled as follows: 

𝑣𝑖𝑗 = {

𝑢𝑚𝑖𝑛 ,   𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑝                     
𝑢𝑚𝑎𝑥 ,   𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑙𝑖𝑡𝑦 𝑞                     
𝑢𝑖𝑗 ,      𝑤𝑖𝑡ℎ 𝑝𝑟𝑜𝑏𝑎𝑏𝑖𝑖𝑡𝑦  1 − (𝑝 + 𝑞)

  , 

where 𝑝, 𝑞, 𝑝 + 𝑞 ∈ [0,1]. 

Definition 2. Let 𝑑 ≥ 1 be a natural number. An adaptive window 

centered at a location (𝑖, 𝑗) with size 2𝑑 + 1) is defined as follows: 

𝒲𝑖𝑗(𝑑) = {(𝑖′, 𝑗′): |𝑖 − 𝑖′| ≤ 𝑑, |𝑗 − 𝑗′| ≤ 𝑑}. 

Definition 3. We denote the maximum value, the minimum value 

and the median value of an adaptive window 𝒲𝑖𝑗(𝑑)  by 

𝒲𝑖𝑗
𝑚𝑎𝑥(𝑑), 𝒲𝑖𝑗

𝑚𝑖𝑛(𝑑), 𝒲𝑖𝑗
𝑚𝑒𝑑(𝑑), respectively. 

Definition 4. Let (𝑖1, 𝑗1) and (𝑖2, 𝑗2) be locations of two pixels in 

an adaptive window 𝒲𝑖𝑗(𝑑) . Euclidean distance between two 

pixels is defined as follows: 

𝒟(𝑖1,𝑗1)
(𝑖2,𝑗2)

= √(𝑖1 − 𝑖2)2 + (𝑗1 − 𝑗2)2. 

Definition 5. Distance-based mean of an adaptive window 𝒲𝑖𝑗(𝑑) 

of an image [𝑤𝑖𝑗]
𝑚×𝑛

 is defined as follows: 

𝒲𝑖𝑗
𝑑𝑚𝑒𝑎𝑛(𝑑)

= ∑
𝛿𝑖′𝑗′𝑤𝑖′𝑗′

(2 + 𝒟(𝑖,𝑗)
(𝑖′,𝑗′)

)
2

(𝑖′,𝑗′)∈𝒲𝑖𝑗(𝑑)

 ∑
𝛿𝑖′𝑗′

(2 + 𝒟(𝑖,𝑗)
(𝑖′,𝑗′)

)
2

(𝑖′,𝑗′)∈𝒲𝑖𝑗(𝑑)

⁄   , 

where 

𝛿𝑖′𝑗′ = {
1,    𝑖𝑓   𝒲𝑖𝑗

𝑚𝑖𝑛(𝑑) < 𝑣𝑖′𝑗′ < 𝒲𝑖𝑗
𝑚𝑎𝑥(𝑑)

0,                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒                         
 . 

3.2 Motivation of the proposed method 

The goal of the proposed method based on the algorithm of the 

adaptive median filter. The AMF algorithm is presented in 

Algorithm 1. Note that, the notion & is for AND operation and the 

notion || is for OR operation. As can be seen, AMF uses adaptive 

conditions to detect the noisy pixels and if the conditions are 

satisfied, AMF uses median to evaluate the new gray value of the 

center pixel of the window. By this way, there are two drawbacks: 

the median value of AMF may contain gray value of noisy pixels 

and AMF skips similarity of gray value of neighbor pixels (i.e. 

adjacent pixels have closer gray value than nonadjacent pixels). 

To remove the drawbacks, we propose a distance-based mean (see 

Definition 5). The distance-based mean will exclude noisy pixels 

from evaluating the new gray value for the center pixel of the 

window. Otherwise, it places weights based Euclidean distance 

between pixels in the adaptive window and the center pixel before 

evaluating the mean. 

3.3 Salt and Pepper Denoising Method 

Algorithm of DBMF is similar to one of AMF. However, we do not 

use the median, but we use the distance-based mean. Algorithm of 

DBMF is presented in Algorithm 2. 

Algorithm 1. Adaptive Median Filter (AMF). 

Input: The corrupted image 𝑣. 

Output: The restored image 𝑤. 

Initialize 𝑤 ≔ 𝑣, 𝑑𝑚𝑎𝑥 

For each pixel (𝑖, 𝑗) of the image 𝑤 

 For 𝑑 from 1 to 𝑑𝑚𝑎𝑥  

  Evaluate 𝒲𝑖𝑗
𝑚𝑎𝑥(𝑑), 𝒲𝑖𝑗

𝑚𝑖𝑛(𝑑), 𝒲𝑖𝑗
𝑚𝑒𝑑(𝑑) 

  If 𝒲𝑖𝑗
𝑚𝑖𝑛(𝑑) < 𝒲𝑖𝑗

𝑚𝑒𝑑(𝑑) & 𝒲𝑖𝑗
𝑚𝑒𝑑(𝑑) < 𝒲𝑖𝑗

𝑚𝑎𝑥(𝑑) 

   If 𝑤𝑖𝑗 = 𝒲𝑖𝑗
𝑚𝑖𝑛(𝑑) || 𝑤𝑖𝑗 = 𝒲𝑖𝑗

𝑚𝑎𝑥(𝑑) 

    Set 𝑤𝑖𝑗 ≔ 𝒲𝑖𝑗
𝑚𝑒𝑑(𝑑) 

    Break 

   End 

  End 

 End 

End 

Algorithm 2. Distance-Based Mean Filter (DBMF). 

Input: The corrupted image 𝑣. 

Output: The restored image 𝑤. 

Initialize 𝑤 ≔ 𝑣, 𝑑𝑚𝑎𝑥 

For each pixel (𝑖, 𝑗) of the image 𝑤 

 For 𝑑 from 1 to 𝑑𝑚𝑎𝑥  

  Evaluate 𝒲𝑖𝑗
𝑚𝑎𝑥(𝑑), 𝒲𝑖𝑗

𝑚𝑖𝑛(𝑑), 𝒲𝑖𝑗
𝑑𝑚𝑒𝑎𝑛(𝑑) 

  If 𝒲𝑖𝑗
𝑚𝑖𝑛(𝑑) < 𝒲𝑖𝑗

𝑑𝑚𝑒𝑎𝑛(𝑑) & 𝒲𝑖𝑗
𝑑𝑚𝑒𝑎𝑛(𝑑) < 𝒲𝑖𝑗

𝑚𝑎𝑥(𝑑) 

   If 𝑤𝑖𝑗 = 𝒲𝑖𝑗
𝑚𝑖𝑛(𝑑) || 𝑤𝑖𝑗 = 𝒲𝑖𝑗

𝑚𝑎𝑥(𝑑) 

    Set 𝑤𝑖𝑗 ≔ 𝒲𝑖𝑗
𝑑𝑚𝑒𝑎𝑛(𝑑) 

    Break 

   End 

  End 

 End 

End 
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AMF (512x512) 

 
AMF (100x100) 

 
MDBUTMF (512x512) 

 
MDBUTMF (100x100) 

 
BPDF (512x512) 

 
BPDF (100x100) 

 
By proposed method (512x512) 

 
By proposed method (100x100) 

Figure 1. Denoising results on the Lena image with 50% of 

noise. PSNR/SSIM of the AMF, MDBUTMF, BPDF and 

DBMF methods are 30.2610/0.8905, 32.2601/0.9129, 

28.4392/0.8693 and 33.4460/0.9216, respectively. 

Let us explain the algorithm of DBMF works. DBMF will consider 

all pixels of the image. For each pixel (𝑖, 𝑗), it considers adaptive 

windows centered at a pixel location (𝑖, 𝑗) with sizes varying from 

1 to 𝑑𝑚𝑎𝑥 . For the low-density noise, we can choose 𝑑𝑚𝑎𝑥 to be 

small, but for the high-density noise, we must choose 𝑑𝑚𝑎𝑥  to be 

large enough. If value of 𝑑𝑚𝑎𝑥  is too large, evaluation time is too 

long. In practice, we choose 𝑑𝑚𝑎𝑥 = 9 , i.e. sizes of adaptive 

windows are 3x3, 5x5 to 19x19. For each adaptive window, we 

evaluate the maximum value, the minimum value and the 

distance-based mean value. If these values satisfied the adaptive 

conditions, the value of the distance-based mean of the adaptive 

window will be assigned to gray value of the center pixel of the 

window. This process continues until all pixels of the image are 

considered. We must notice that, by using the distance-based mean, 

we can exclude the noisy pixels from evaluating new gray value by 

the help of weights 𝛿𝑖′,𝑗′ . Otherwise, similarity of pixels is also 

preferred for computing new gray value of the center pixel by using 

weights 𝒟(𝑖,𝑗)
(𝑖′,𝑗′)

 based the distance of two pixels (𝑖, 𝑗) and (𝑖′, 𝑗′). 

It is similar to the algorithm of AMF, complexity of DBMF is 

𝒪(𝑚 × 𝑛 × 𝑑𝑚𝑎𝑥) . If 𝑚, 𝑛 ≫ 𝑑𝑚𝑎𝑥 , complexity of DBMF is 

𝒪(𝑚 × 𝑛), where 𝑚 × 𝑛 are a size by pixel of an image. 

4. EXPERIMENTS 

4.1 Full Reference Image Quality Assessment 

Peak signal-to-noise ratio (PSNR) [25, 26, 27, 28] error metric is a 

quantitative metric and defined as follows: 

𝑃𝑆𝑁𝑅 =  10 log10 (
𝑢𝑚𝑎𝑥

2

𝑀𝑆𝐸
) ,   𝑀𝑆𝐸 =  

1

𝑚𝑛
∑ ∑(𝑤𝑖𝑗 − 𝑢𝑖𝑗)

2
𝑛

𝑗=1

𝑚

𝑖=1

 

is mean squared error, 𝑢 is a noise-free image, 𝑢𝑚𝑎𝑥 denotes the 

maximum gray value, e.g., for an 8-bit image 𝑢𝑚𝑎𝑥 = 255. The 

higher PSNR value, the better image quality. 

Structural similarity (SSIM) [25, 26, 27] is a qualitative metric and 

is proven to be a better error metric and its value is in [0, 1]. The 

higher SSIM value, the better image quality. This metric based on 

the characteristic of the human vision. The SSIM is computed 

between two images 𝜔1 and 𝜔2, 

𝑆𝑆𝐼𝑀 =
(2𝜇𝜔1

𝜇𝜔2
+ 𝑐1)(2𝜎𝜔1𝜔2

+ 𝑐2)

(𝜇𝜔1

2 + 𝜇𝜔2

2 + 𝑐1)(𝜎𝜔1

2 + 𝜎𝜔2

2 + 𝑐2)
, 

where 𝜇𝜔𝑖
 – the average of 𝜔𝑖, 𝜎𝜔𝑖

2  – the variance of 𝜔𝑖, 𝜎𝜔1𝜔2
 – 

the covariance, and 𝑐1, 𝑐2 numerical stabilizing parameters. 

4.2 Dataset, Test Cases and Discussion 

We test the proposed denoising method on 20 images of the 

MATLAB library: Lena, Cameraman, Barbara, Hill, Pirate, Boat, 

House, Baboon, Peppers, Flower, Parrot, Living Room, Lake, 

Plane, Bridge, Elaine, Flintstones, Dark-Haired Woman, Blonde 

Woman, and Einstein. All images are stored in TIF format, 

grayscale and with the size of 512x512 pixels. 

For the first case, we implement denoising methods such as AMF, 

MDBUTMF, BPDF and the proposed method to remove noise of 

50% on the Lena image. Denoising results are presented in Figure 

1. We can see that noise damaged the Lena image and it is very 

hard to see all image contents. AMF and BPDF cannot preserve 

edges well. Otherwise, they also created artifacts. This can be seen 

clearly on the nose, the eyes and the hairs of Lena. MDBUTMF and 

the proposed method removed noise excellently. However, for 

MDBUTMF, there is a little noise on the result. DBMF worked 

perfectly. All noise was removed, edges were preserved well. All 

details were smoothed naturally. The PSNR/SSIM values of AMF, 

MDBUTMF, BPDF and DBMF are 30.2610/0.8905, 

32.2601/0.9129, 28.4392/0.8693 and 33.4460/0.9216 (the highest), 

respectively. By both PSNR and SSIM, we can confirm that the 

denoising result of DBMF is the best. 
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Noise of 20% 

 
Denoise of 20% 

PSNR/SSIM=35.8508/0.92911 

 
Noise of 40% 

 
Denoise of 40% 

PSNR/SSIM=34.304/0.90428 

 
Noise of 50% 

 
Denoise of 50% 

PSNR/SSIM=33.244/0.88002 

 
Noise of 60% 

 
Denoise of 60% 

PSNR/SSIM=32.0109/0.84478 

 
Noise of 80% 

 
Denoise of 80% 

PSNR/SSIM=29.0876/0.7322 

Figure 2. Denoising results of DBMF for the Einstein image 

with various noise levels (20%, 40%, 50%, 60%, 80%). 

Table 1. PSNR values of denoising results of the methods for 20 

images of the MATLAB library with various noise levels. 

Noise Level AMF MDBUTMF BPDF DBMF 

20% 33.3153 36.3153 33.5589 33.4341 

40% 29.9258 32.1386 28.8353 32.3975 

50% 28.4183 29.9792 26.8029 31.3102 

60% 26.9479 27.0985 24.6268 29.9589 

80% 23.5413 19.3551 17.7594 26.704 

Mean 28.4297 28.9773 26.3167 30.7609 

Table 2. SSIM values of denoising results of the methods for 20 

images of the MATLAB library with various noise levels. 

Noise Level AMF MDBUTMF BPDF DBMF 

20% 0.9237 0.9706 0.9549 0.9276 

40% 0.8933 0.9183 0.886 0.9188 

50% 0.86 0.8891 0.836 0.9003 

60% 0.817 0.8037 0.7666 0.8711 

80% 0.6811 0.3883 0.5078 0.7655 

Mean 0.835 0.794 0.7903 0.8767 

The second test case is for denoising the Einstein image with 

various noise levels. We added noise with 20%, 40%, 50%, 60% 

and 80% over the image. After that, we denoised by DBMF. 

Denoising results are shown in Figure 2. DBMF removed noise 

efficiently for all noise levels. Moreover, DBMF can preserve 

textures on the blazer of Einstein very well even in the case of the 

high noise level of 80%. 

The third test case is to implement the denoising methods on 20 

images of the MATLAB library. We add noise of 20%, 40%, 50%, 

60% and 80% over the images and denoise them by the methods. 

The average PSNR values for each noise level are presented in 

Table 1. The average SSIM values for each noise level are 

presented in Table 2. For the noise level of 20%, the average PSNR 

and SSIM values of DBMF are lower than ones of MDBUTMF and 

BPDF, but still higher than ones of AMF. For other noise levels 

(40%, 50%, 60%, 80%), DBMF gave the best denoising results (the 

average PSNR/SSIM values of DBMF is the highest). The average 

PSNR value and the average SSIM value for all noise levels of 

DBMF are also the highest. Hence, we can confirm that DBMF 

outperforms other compared denoising methods. 

For execution time, all methods work very fast. They only take up 

to 3 seconds to process an 512x512 pixels. 

5. CONCLUSION 
In this work, we have proposed distance-based mean filter (DBMF) 

to remove the salt and pepper noise. DBMF is developed based on 

AMF: use adaptive conditions to detect noise, but DBMF uses 

distance-based mean instead of median. The distance-based mean 

can exclude gray values of noisy pixels. Otherwise, it also focuses 

on similarity of pixels based on distance. Hence, DBMF 

outperform AMF. From a variety of test cases, DBMF can compete 

with other state-of-the-art denoising methods. 

6. REFERENCES 
 

[1]  S. Esakkirajan, T. Veerakumar, A. N. Subramanyam and C. 

H. PremChand, "Removal of High Density Salt and Pepper 

101



 

Noise Through Modified Decision Based Unsymmetric 

Trimmed Median Filter," IEEE Signal Processing Letters, 

vol. 18, no. 5, pp. 287-290, 2011.  

[2]  U. Erkan and L. Gokrem, "A new method based on pixel 

density in salt and pepper noise removal," Turkish Journal of 

Electrical Engineering & Computer Sciences, vol. 26, pp. 

162-171, 2018.  

[3]  D. N. H. Thanh, L. T. Thanh, V. B. S. Prasath and U. Erkan, 

"An Improved BPDF Filter for High Density Salt and Pepper 

Denoising," in 2019 IEEE-RIVF International Conference on 

Computing and Communication Technologies (RIVF), 

Danang, 2019.  

[4]  V. Bhateja, A. Verma, K. Rastogi, C. Malhotra and S. S.C., 

"Performance Improvement of Decision Median Filter for 

Suppression of Salt and Pepper Noise," in Advances in Signal 

Processing and Intelligent Recognition Systems. Advances in 

Intelligent Systems and Computing, vol. 264, Springer, 2014.  

[5]  Z. Li, G. Liu, Y. Xu and Y. Cheng, "Modified directional 

weighted filter for removal of salt & pepper noise," Pattern 

Recognition Letters, vol. 40, pp. 113-120, 2014.  

[6]  J. Wu, S. Guo, H. Huang, W. Liu and Y. Xiang, "Information 

and Communications Technologies for Sustainable 

Development Goals: State-of-the-Art, Needs and 

Perspectives," IEEE Communications Surveys & Tutorials , 

vol. 20, no. 3, pp. 2389 - 2406, 2018.  

[7]  T. L. He and J. H. Gan, "A new method of removing 

salt-and-pepper noise basing on grey system model in 

images," in 2010 IEEE International Conference on 

Intelligent Computing and Intelligent Systems, Xiamen, 2010.  

[8]  H. Hirayama, R. C. Sharma, M. Tomita and K. Hara, 

"Evaluating multiple classifier system for the reduction of 

salt-and-pepper noise in the classification of 

very-high-resolution satellite images," International Journal 

of Remote Sensing, vol. 42, no. 7, pp. 2542-2557, 2019.  

[9]  N. Premchaiswadi, S. Yimgnagm and W. Premchaiswadi, "A 

scheme for salt and pepper noise reduction and its application 

for OCR systems," WSEAS Transactions on Computers, vol. 

9, no. 4, pp. 351-360, 2010.  

[10]  D. N. H. Thanh, V. B. S. Prasath and L. T. Thanh, "Total 

Variation L1 Fidelity Salt-and-Pepper Denoising with 

Adaptive Regularization Parameter," in IEEE 5th 

NAFOSTED Conference on Information and Computer 

Science NCIS'18, Ho Chi Minh city, 2018.  

[11]  L. Li and J. Wu, "Partial differential equation diffusion in 

complex domain," in 2016 International Conference on 

Advances in Computing, Communications and Informatics 

(ICACCI), Jaipur, 2016.  

[12]  S. S. Majeeth and C. N. K. Babu, "Gaussian Noise Removal in 

an Image using Fast Guided Filter and its Method Noise 

Thresholding in Medical Healthcare Application," Journal of 

Medical Systems, vol. 43, p. 280, 2019.  

[13]  T. Rahman, M. R. Haque, L. J. Rozario and M. S. Uddin, 

"Gaussian noise reduction in digital images using a modified 

fuzzy filter," in 17th International Conference on Computer 

and Information Technology (ICCIT), Dhaka, 2014 .  

[14]  D. N. H. Thanh, V. B. S. Prasath and L. M. Hieu, "A Review 

on CT and X-Ray Images Denoising Methods," Informatica, 

vol. 43, no. 2, pp. 151-159, 2019.  

[15]  R. Rojas and P. Rodriguez, "Spatially Adaptive Total 

Variation Image Denoising Under Salt and Pepper noise," in 

19th European Signal Processing Conference EUSIPCO, pp 

278-282, Barcelona, 2011.  

[16]  U. Erkan, D. N. H. Thanh, L. M. Hieu and S. Enginoglu, "An 

Iterative Mean Filter for Image Denoising," IEEE Access, vol. 

7, no. 1, pp. 167847-167859, 2019.  

[17]  W. Lu, J. Duan, Z. Qiu, Z. Pan, R. W. Liu and L. Bai, 

"Implementation of high‐order variational models made easy 

for image processing," Mathematical Methods in the Applied 

Sciences, vol. 39, no. 14, pp. 4208-4233, 2016.  

[18]  I. M. Johnstone and B. W. Silverman, "Needles and Straw in 

Haystacks: Empirical Bayes Estimates of Possibly Sparse 

Sequences," Annals of Statistics, vol. 32, no. 4, p. 1594–1649, 

2004.  

[19]  F. Abramovich, Y. Benjamini, D. L. Donoho and I. M. 

Johnstone, "Adapting to Unknown Sparsity by Controlling the 

False Discovery Rate," Annals of Statistics, vol. 34, no. 2, p. 

584–653, 2006.  

[20]  A. Antoniadis and G. Oppenheim, "Wavelets and Statistics," 

in Lecture Notes in Statistics, New York, Springer Verlag, 

1995.  

[21]  C. Tian, Y. Xu and W. Zuo, "Image denoising using deep 

CNN with batch renormalization," Neural Networks, vol. 121, 

pp. 461-473, 2020.  

[22]  H. Hwang and R. A. Haddad, "Adaptive median filters: New 

algorithms and results," IEEE Trans. Image Process., vol. 4, 

no. 4, p. 499–502, 1995.  

[23]  J. S. Lim, Two-dimensional signal and image processing, 

New Jersey: Prentice-Hall, 1990.  

[24]  V. Singh, R. Dev, N. K. Dhar, P. Agrawal and N. K. Verma, 

"Adaptive type-2 fuzzy approach for filtering salt and pepper 

noise in grayscale images," IEEE Transactions on Fuzzy 

Systems , vol. 26, no. 5, pp. 3170 - 3176, 2018.  

[25]  V. B. S. Prasath, D. N. H. Thanh and N. H. Hai, "On Selecting 

the Appropriate Scale in Image Selective Smoothing by 

Nonlinear Diffusion," in IEEE 7th International Conference 

of Communications and Electronics, pp. 267-272, Hue, 2018.  

[26]  Z. Wang, A. Bovik, H. Sheikh, Simoncelli and Eero, "Image 

quality assessment: From error visibility to structural 

similarity," IEEE Transactions on Image Processing, vol. 13, 

no. 4, pp. 600-612, 2004.  

[27]  V. B. S. Prasath, D. Vorotnikov, R. Pelapur, S. Jose, 

Seetharaman, G. and K. Palaniappan, "Multiscale 

Tikhonov-Total Variation Image Restoration Using Spatially 

Varying Edge Coherence Exponent," IEEE Transactions on 

Image Processing, vol. 24, no. 12, pp. 5220-5235, 2015.  

[28]  V. B. S. Prasath and D. N. H. Thanh, "Structure tensor 

adaptive total variation for image restoration," Turkish 

Journal Of Electrical Engineering & Computer Sciences, vol. 

27, no. 2, pp. 1147-1156, 2019.  

 

102


