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Magneto-optical transport properties of monolayer transition metal dichalcogenides
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We study the optical transport properties of the monolayer transition metal dichalcogenides (TMDCs) such as
MoS2, WS2, MoSe2, and WSe2 in the presence of a magnetic field. The TMDCs band structures are obtained
and discussed by using the effective massive Dirac model, in which the spin and valley Zeeman effects as
well as an external electric field are included. The magneto-optical absorption coefficient (MOAC) is derived
as a function of absorbed photon energy when the carriers are scattered by random impurities combined with
the intrinsic acoustic and optical phonons in TMDCs and the surface optical (SO) phonons of substrates. Our
result shows that the spin-splitting feature appeared in all four TMDC materials. The combination of strong
spin-orbit coupling (SOC) and Zeeman fields has doubled the Landau levels but has not changed the energy gap
of the TMDCs monolayer, which can be controlled by the electric field. Because of their strong SOC effect, the
absorption spectrum in monolayer TMDCs is separated into two separate peaks caused by spin up and down.
At the low temperature, the MOAC intensity via impurity scattering is the biggest followed by that of the SO
phonons while the intrinsic acoustic and optical phonon scatterings display the smallest. For the monolayer
TMDCs on substrates, SiO2 always shows its superiority in comparison with the others. Among the four TMDC
materials, MoSe2 shows the biggest MOAC intensity, while WS2 has the biggest value of the absorbed photon
energy. The full-width at half-maximum (FWHM) via impurity scattering achieves its highest value in WS2,
while this occurs in MoSe2 and MoS2 via intrinsic acoustic and optical phonon scatterings, respectively. Our
estimation of mobility from FWHM gives good agreement with the experimental results in WS2.
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I. INTRODUCTION

The transition metal dichalcogenides (TMDCs), with
chemical formula MX2 (M = Mo, W, and X = S, Se),
are the new two-dimensional (2D) material types, which are
composed of 2D X-M-X layers, stacked together, and linked
by a weak van der Waals interlayer coupling [1]. For the
bulk configuration, the M atoms are arranged in a triangular
structure, in which each M atom is bound to six atoms of
chalcogenides X: three are in the top layer and three are in
the bottom one, to create a sandwiched material. In contrast to
graphene [2], a typical example of the gapless Dirac material,
or boron nitride [3], a wide gap insulator, the TMDCs are the
semiconducting materials of strong spin-orbit coupling (SOC)
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and large natural band gap. Another interesting feature of
TMDCs is the dependence of their electronic band structures
on the layer numbers: The transition from an indirect band
gap in the case of multilayer samples to a direct band gap
for monolayers. It makes this family of materials possessing
remarkable electronic and optical properties [4], leading them
to be hopeful candidates for next generation of optoelectronics
devices [5] and to be one of the most crucial research topics
in recent years.

Magneto-optical transport is one of the most important
properties of the TMDCs which has been vastly investigated
in both theoretical [6–10] and experimental [11–16] aspects.
Most of these works are concentrated on the magneto-optical
transitions in the monolayer of TMDCs using different tech-
niques. A momentum balance equation approach is used to
calculate the magnetoresistance in MoS2 in the presence of
interaction between the carriers with the impurity and many
kinds of phonons [6]. However, in this work, the effect of
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Zeeman fields has not been taken into account. This problem
was later solved by using the Kubo-type formula, where
the authors have demonstrated that when the Zeeman fields
have been included, some new intra-LL transitions become
possible, leading to new quantum Hall plateaus in compar-
ison with the case of lack of these important fields [7].
The importance of spin and valley contributions to Zeeman
splitting is also experimentally demonstrated via analyzing the
magnetoreflectance spectra in TMDCs monolayer [17] as well
as in mono- and multilayer MoSe2 [18]. With the strong spin-
and valley-controlled properties and a large natural band gap
[19,20], the monolayer WSe2 [8], and also others of TMDCs
materials, display the optical response occurring in the near-
infrared region or even in the visible-frequency one, which are
completely different from the conventional low-dimensional
systems [21] or graphene [22–24].

In parallel with the magnetic field, the role of the electric
field has also been of interest in the investigation of transport
properties of TMDCs systems [25]. Using the electric field
to control the Zeeman-type spin splitting, the authors demon-
strated that a tunable exciton splitting in the optical spectra of
WSe2 could be observed experimentally. For the theoretical
study, the electric field is also proved to be useful when it has
been used to cancel the SOC term in silicene [26] to reduce it
as the graphene’s value due to the weak SOC in this material.

In the present work we theoretically investigate the effect
of out-of-plane magnetic fields on the transport of charge
carriers in four different TMDCs: MoS2, WS2, MoSe2, and
WSe2. The electronic states are determined by the use of
the massive Dirac model. Several scattering mechanisms,
encompassing the interaction with impurities, acoustic, and
optical phonons, as well as with the substrate surface optical
vibration modes, are taken into account. The investigation will
also include the presence of an external electric field applied
perpendicularly to the monolayers, together with those of spin
and valley Zeeman effects. Within such a frame, the main
quantity we report on in the study is the magneto-optical
absorption coefficient (MOAC) and the full-width at half-
maximum (FWHM). While the MOAC is calculated using
its relation with the transition probability [27], the FWHM
is obtained by a computational calculation. The impurity
scattering is considered to have a crucial role and should not
be neglected in studying the transport phenomena, especially
in the low-temperature range [28]. Therefore, this type of
scattering has been used in investigating the magnetoresis-
tivity in graphene [29] and silicene [26], or the conductivity
in MoS2 monolayer [7]. Besides, one of the relevant mech-
anisms that limit electronic transport in semiconductors is
the interaction with lattice vibrations. In the case of TMDCs,
both acoustic and optical intrinsic phonon modes participate
in the carrier scattering process [30–33]. The interaction with
phonon modes pertaining to the substrates on which a given
atomic monolayer is formed has also been analyzed both in
graphene [34,35] and TMDCs [36] for the case of surface
optical phonons. Since to be able to standardize the band
gap, the carrier-phonon interaction has been considered to
create extra peaks in the optical spectrum [37], and to play
a vital role in studying the transport properties of TMDCs
[6,32,33]. That is also the reason why the study to determine
the information for carriers-phonon interaction, as well as the

electronic and phononic dispersion for TMDCs, has been done
widely [32,38,39].

To have an overview of the different types of interactions,
as well as to point out the predominant characteristics of each
material among the four TMDCs systems, in this paper we
present the magneto-optical transport properties of different
TMDCs materials. Both impurity and phonons scattering, as
well as both Zeeman terms and electric field, are considered.
The effects of the natural characteristics of materials, external
magnetic field, and different substrates on the MOAC and
FWHM are presented in detail. A predicted value of the carrier
mobility in WS2, which is inferred from the FWHM data due
to intrinsic optical phonon scattering, has been compared and
depicted as consistent with experimental observations in the
low-temperature region [12].

II. THEORY

A. Basic formalism

We consider a monolayer of TMDCs oriented in the (xy)
plane including a magnetic field B = (0, 0, B). The carriers
of the TMDCs system are considered to be scattered by the
random impurities combined with the intrinsic phonons in
TMDCs as well as with the surface optical (SO) phonons of
the substrates. The total Hamiltonian can be written as

H = He + Hph + Hei + Hep. (1)

Here, including a perpendicular electric field Ez and two
Zeeman terms in the electronic single-particle Hamiltonian of
Ref. [10], we obtain

He = vF (τσxπx + σyπy) + (�τ,s + d�z )σz

+ Oτ,s + sMz − τMv. (2)

Here vF is the Fermi velocity, the index τ = ±1 stands for
valleys K and K ′, the term σx(y,z) are the Pauli matrices, 2d is
the vertical distance between the M and X sublattices, �z =
eEz, π = p + eA is the canonical momentum with A being the
vector potential, � is the mass term which plays an important
role to create the intrinsic direct energy gap, and the index
s = ±1 refers to spin up and down, respectively. Furthermore,
the two terms Mz and Mv have the same form, Mj = g jμBB/2,
with j = z, v standing for the spin and valley Zeeman fields,
with μB = eh̄/2me referring to the Bohr magneton. Here me

is the electron effective mass, gs = ge + g′
s (with ge = 2 is the

free electron g factor [7]) and gv are the spin and valley Landé
g factors. Furthermore, it is noted that the last three terms
should be multiplied by a (2 × 2) identity matrix I2. The spin-
and valley-dependent expressions of Dirac mass �τ,s and the
offset energy Osτ are given as [1,9,10]

�τ,s = � + τ s(λc − λv )/4, (3)

Oτ,s = τ s(λc + λv )/4, (4)

where λc (λv) is the conduction (valence) band spin splitting.
Using the Landau gauge A = (0, Bx, 0) we write the wave

function in the form ψ (r, ky) = eikyyψ (x)/
√

Ly. Defining the
ladder operators which act on the harmonic oscillator wave
functions a± = [αc/(h̄

√
2)](πx ± iπy), with αc = (h̄/eB)1/2,

we have a+ = (a−)† and [a−, a+] = 1. In terms of these
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FIG. 1. The LLs of monolayer TMDCs as a function of the magnetic field B including the electric, the spin, and valley Zeeman fields.
The applied electric field is eEz = 37.75 meV/d . The top [(a), (c), (e), and (g)] and bottom [(b), (d), (f), and (h)] panels correspond to the
conduction and valence bands of each material, respectively.

operators the Hamiltonian matrix H±
e , with the plus and minus

signs pertaining to the K and K ′ valleys, takes the form

H±
e =

(
�z

τ,s τ h̄ωca∓
τ h̄ωca± −�z

τ,s

)
+ Oτ,s + sMz − τMv, (5)

where �z
τ,s = �τ,s + d�z, ωc = vF

√
2/αc is the cyclotron

frequency. The eigenvalues concerning Eq. (5) for the elec-
tronic state |α〉 = |n, s, τ, p〉 are given as follows for the LLs
index n (n � 1):

Eα = E τ,p
n,s = pE τ,z

n,s + Oτ,s + sMz − τMv. (6)

Here p = ±1 denotes the conduction and valence band in-
dices, respectively, and E τ,z

n,s = {n(h̄ωc)2 + (�z
τ,s)2}1/2. Using

the fact that h̄ωc � �z
τ,s, after expanding the square root

in the expression of E τ
n,s(z), we obtain a simpler form for

eigenvalues

E τ,p
n,s ≈ pn

(h̄ωc)2

2�z
τ,s

+ p�z
τ,s + Oτ,s + sMz − τMv, (7)

which displays a usually linear dependence on the LL index
and magnetic field of the energy spectrum. The corresponding
eigenfunctions ψ

τ,p
n,s (x) are

ψ+1,p
n,s (x) =

(
A+1,p

n,s φn−1(x − x0)

B+1,p
n,s φn(x − x0)

)
, (8)

ψ−1,p
n,s (x) =

(
−A−1,p

n,s φn(x − x0)

B−1,p
n,s φn−1(x − x0)

)
, (9)

where φn(x − x0) stands for the usual harmonic oscillator
wave function, centered at x0 = α2

c ky, and

Aτ,p
n,s =

[
pE τ,z

n,s + �z
τ,s

2pE τ,z
n,s

]1/2

, (10)

Bτ,p
n,s =

[
pE τ,z

n,s − �z
τ,s

2pE τ,z
n,s

]1/2

. (11)

The eigenvalues for n = 0 are

E+1
0,s = −(� + d�z ) + sλv/2 + sMz − Mv, (12)

E−1
0,s = � + d�z − sλc/2 + sMz + Mv. (13)

The associated eigenfunctions for n = 0 are given by
ψ+1

0,s (x) = (0, φ0(x))T and ψ−1
0,s (x) = (φ0(x), 0)T with T re-

ferring to the transpose. It is noted that for the K (K ′)
valley, its zero level locates in the valence (conduction)
band. The eigenfunctions and the zero-level behavior obtained
here are reversed with those reported by Tahir et al. [7,8] but
are in agreement with the results of Wang and Lei [6] for the
monolayer MoS2. However, this difference does not affect the
main results when we apply them to evaluate the MOAC.

Figure 1 illustrates the dependence of the eigenvalues in
Eqs. (6), (12), and (13) on the magnetic field for finite electric
as well as the spin and valley Zeeman fields. For each material,
the top (bottom) console refers to the conduction (valence)
band. The LLs separation is found to increase linearly with
B, agreeing with those reported in previous works [6,7] for
MoS2 material, but in contrast to that in graphene [22,23] and
silicene [43] where their LLs depend on the square root of
B. This behavior of the LLs spectrum in monolayer TMDCs
can be observed from Eq. (7), which is held well because
the cyclotron energy h̄ωc is much smaller than �z

τ,s. Besides,
we also see that the LLs for both valence and conduction
bands are separated into two separate systems due to the spin
splitting. It is noted that the spin-splitting feature appears
in all materials of TMDCs family, even in the conduction
band of monolayer MoS2, which has not been observed in
previous works [6,7]. The reason for this difference is that in
previous works, the authors have neglected the term λc due
to its small value in monolayer MoS2 (see Table I). If this
term is taken into account, as done in the present work, the
spin splitting in the conduction band will be equal to |τλc/2|,
or equal to |λc| for the total of spin and valley splittings,
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TABLE I. List of parameters used in the numerical calculation
for different TDMCs. Values of h̄vF (eV Å) and � (eV) are taken
from Ref. [40], λv (eV) and λc (eV) are from Ref. [41], and g′

s and gv

are from Ref. [42].

h̄vF � λv λc g′
s gv

MoS2 3.51 0.83 0.148 −0.003 0.21 3.57
WS2 4.38 0.90 0.430 +0.029 0.84 4.96
MoSe2 3.11 0.74 0.184 −0.021 0.29 3.03
WSe2 3.94 0.80 0.466 +0.036 0.98 4.34

at B = 0. Furthermore, Figs. 1(a), 1(c), 1(e), and 1(g) show
that with the biggest value of |λc|, WSe2 displays the largest
spin splitting in the conduction band while MoS2 shows the
smallest. Besides, because the values of λc in MoS2 and
MoSe2 are negative, the conduction LLs for the spin-up case
of K ′ valleys in these two materials have higher values than
those of K valleys. An opposite result is observed in WS2 and
WSe2 due to their positive λc values.

To have a more visual view of the influence of electric and
Zeeman fields on the LLs spectrum, in Fig. 2 we describe the
LLs (conduction band) versus the magnetic field for two cases.
In the case of Mz = 0, Mv = 0, and eEz = 37.75 meV/d (the
left panel) our result reduces to that reported in previous
work [6] which showed a reverse feature of the LLs spectrum
for the spin up and down between the K and K ′ valleys,
i.e., K ↑= K ′ ↓ and K ↓= K ′ ↑. Besides the spin splitting
due to the finite value of λc as mentioned above, the other
difference between ours and previous results is the values of
LLs where the electric field has pushed the LLs up to the
higher values in our result in comparison with that of Wang
and Lei [6]. Meanwhile, in the case of Mz 
= 0, Mv 
= 0, and
Ez = 0 [see Fig. 2(b)] our result is the same as that of Tahir
et al. [7] where the spin and valley Zeeman fields have been
included but the electric field has not. The only different thing
between them is the spin-splitting behavior which has not
been observed in previous work due to neglecting the term
λc. This reveals that the combined strong SOC and Zeeman
fields have doubled LLs but have not changed the energy
gap of monolayer TMDCs while the effect of the electric
field depends on its direction. With the direction shown in
Hamiltonian (2) the electric field increases the energy gap, but
if we reverse the electric direction then the energy gap would

FIG. 2. The LLs of monolayer MoS2 (conduction band) versus
the magnetic field B. (a) Mz = Mv = 0 and eEz = 37.75 meV/d ,
while (b) is for Mz 
= 0, Mv 
= 0, and Ez = 0.

be decreased. This feature has also been observed in other 2D
materials such as silicene [26,44], GaN [45], and SnSe2 [46].

In Eq. (1), the term Hph denotes the phononic part of
Hamiltonian, which is given as follows:

Hph =
∑
q,ν

h̄ωq,νb†
q,νbq,ν , (14)

where b†
q,ν (bq,ν ) denotes the phonon creation (annihilation)

operator with frequency ωq,ν of the 2D wave vector q and
branch ν. The last two terms of Eq. (1) are the carrier-impurity
and carrier-phonon parts of the Hamiltonian, which have the
following forms [6]:

Hei =
∑
q,a

∑
α,α′

U (q)Jα,α′ (q)eiq(r−ra )c†
αcα′ , (15)

Hep =
∑
q,ν

∑
α,α′

gν
qJα,α′ (q)eiqrc†

αcα′ (b†
−q,ν + bq,ν ). (16)

Here U (q) is the carrier-impurity scattering potential at the
impurity position ra, furthermore, gν

q is the carrier-phonon
coupling matrix depending on the phonon mode ν, and
c†
α (cα′ ) refers to the carrier creation (annihilation) operator

at α state. The form factor is given as follows:

Jα,α′ (q) =
∫ +∞

−∞
eiqxxdx

[
ψ

τ ′,p′
n′,s′ (x)

]†
ψτ,p

n,s (x), (17)

whose detailed expression is presented in Appendix A.

B. Magneto-optical absorption coefficient

The MOAC is calculated using its relation with the transi-
tion probability as follows [27]:

Kβ (
) = 1

V0N


∑
α,α′

Wβ,±
α′,α fα (1 − fα′ ). (18)

Here β = i, ν for impurity and phonon (of ν mode) scatter-
ings, respectively, V0 is the sample volume, N
 is the incident
photon density of energy h̄
, and fα(α′ ) is the Fermi distribu-
tion function. The transition matrix element for impurity and
phonon scattering can be formally expressed in the same form
by the second-order Born golden rule, in which the �-photon
absorption process has been taken into account [47,48]:

Wβ,±
α′,α = 2π

h̄3
2

∑
α′′,q

∞∑
�=1

∣∣Mβ,±
α′,α′′

∣∣2∣∣Mrad
α′′,α

∣∣2

× (α0q)2�

(�!)222�
δ
(
Eα′ − Eα ± h̄ωβ

q − �h̄

)
. (19)

Here h̄ω
β
q = 0 and/or h̄ω

β
q = h̄ων

q are for impurity and/or
phonon scattering, respectively, the plus (minus) sign in
Eq. (19) stands for the emission (absorption) process of a
phonon with energy h̄ων

q. Furthermore, α0 = 7 nm is the
dressing parameter [27,49]. In the case of carrier-phonon
scattering, the matrix element in Eq. (19) describes the three
particles interaction. Its physical meaning is as follows: The
carriers in initial state |α〉 first absorb � photons to make a
transition to the intermediate one |α′′〉, and then emit or absorb
one phonon to jump to the final state |α′〉. In more detail, the
carrier-impurity and carrier-phonon matrix elements are given
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by ∣∣Mβ,±
α′,α′′

∣∣2

= Nβ,±
q

∣∣gβ
q

∣∣2
cos2

(
θ

2

)
|Jα′,α′′ (q)|2δs′,s′′δk′′

y ,k′
y∓qy , (20)

where Nβ,±
q = ni for the case of impurity scattering with

ni = 1 × 1013 m−2 being the impurity density [7], while it
is Nβ,±

q = Nν,±
q = Nν

q + 0.5 ± 0.5 for the case of phonon
scattering with Nν

q being the Bose distribution function for
the phonon mode index ν, and θ is the scattering angle.
Furthermore, gβ

q = U (q) and/or gβ
q = gν

q for impurity and/or
phonon scattering, respectively. Using Eq. (17) and the eigen-
functions (8) and (9), the form factor is given as follows for
the intravalley (τ ′ = τ ′′ = τ ) transition (see Appendix A):

|Jα′,α′′ (q)|2 = e−uu j k!

(k + j)!

[
Bτ,p′

n′,s′B
τ,p′′
n′′,s′′L

j
k (u)

+ Aτ,p′
n′,s′A

τ,p′′
n′′,s′′

√
k + j

k
L j

k−1(u)

]2

, (21)

where we have used the denotations u = α2
c q2/2, the symbol

k is k = min[n′, n′′], j = |n′′ − n′|, and L j
k (u) stands for the

associated Laguerre polynomials. In Eq. (19), the carrier-
photon interaction part of the matrix element is given by
[50]

∣∣Mrad
α′′,α

∣∣2 = 
2A2
0

4
|erad · eBα′′α|2, (22)

where A0 is the amplitude of the vector potential and erad

refers to the radiation polarization vector assumed to be po-
larized along the x direction, and the dipole moment eBα′′α =
e〈α′′|r|α〉 is calculated as follows:

eBα′′α = eδs′′,sδk′′
y ,ky

[
Aτ ′′,p′′

n′′,s′′ Aτ,p
n,s + Bτ ′′,p′′

n′′,s′′ Bτ,p
n,s

]
×

[
x0δn′′,n + αc√

2
(
√

nδn′′,n−1 + √
n + 1δn′′,n+1)

]
.

(23)

It shows that the transitions occur in the monolayer of TMDCs
when the LLs index is unchanged (�n = 0) or changes only
one unit �n = ±1. This is similar to that in graphene [49,51]
and silicene [26,43].

Using the above results, the general expression for the
MOAC due to carrier-impurity and carrier-phonon scattering
is found as follows:

Kβ (
) =
∑

α,α′,α′′
G(α)

∫ ∞

0
dq q3

∣∣gβ
q

∣∣2|Jα′,α′′ (q)|2

×
{

Nβ,±
q δ

(
X β,±

1

) + α2
0q2

16
Nβ,±

q δ
(
X β,±

2

)}
, (24)

where the results are calculated up to the two-photon process.
Furthermore, we have denoted

G(α) = dsdvS0e2α2
0

64πnrcε0 h̄2
α2
c

|Bα′′α|2 fα (1 − fα′ ), (25)

X β,±
� = Eα′ − Eα ± h̄ωβ

q − �h̄
 (� = 1, 2). (26)

Here ds = 1 (dv = 1) is the spin (valley) degeneracy, S0 =
V0/h is the sample area with h being the layer thickness, nr is
the material refractive index, c is the light speed, and ε0 is the
vacuum permittivity. The expression in Eq. (24) is obtained
for the general case, which can be used to evaluate different
types of scatterings such as impurity, acoustic, optical, and SO
phonons. The following results are calculated for the carrier
density nc = 1.35 × 1013 cm−2 [11] which leads to the Fermi
energies of 228.6, 285.2, 202.5, and 256.6 meV for MoS2,
WS2, MoSe2, and WSe2, respectively, which are inferred from
the formula εF = h̄vF (πnc)1/2 [29]. Note that the Fermi level
is found to depend on Eα [7,8], i.e., εF depends on the external
magnetic and electric fields. However, we assume the above
approximation of the Fermi level still holds good, as it is
successfully employed in magnetotransport study in graphene
[29]. These values of the Fermi level give their locations in
the middle of conduction and valence bands. Therefore, the
carriers of this study are electrons, and all allowed transitions
are the inter-LL transitions. There is no intra-LL transition
allowed, and the first inter-LL transition arises from the
highest LL of the valence band to the lowest LL of the
conduction band. Besides, due to the similarities between K
and K ′ valleys, in the following, we would only focus on the K
valley and put τ = τ ′ = 1 as an input data in all calculations,
but the results could be also validated for the K ′ valley.

III. RESULTS AND DISCUSSION

A. Impurity scattering

For the carrier-impurity interaction, its intravalley scatter-
ing potential is given as follows [7,52]:

U (q) = U0(
q2 + k2

s

)1/2 , (27)

where U0 = e2/(2S0ε0εr ) and ks = e2√ne/(
√

πε0εr h̄vF ) is
the screening wave vector [53] with εr = (ε⊥ε‖)1/2 being the
relative permittivity of TDMCs. In the case of short-ranged
potential, the scattering potential reduces to U (q) ≈ U0/ks

due to the approximation q � ks. Inserting Eq. (27) into
Eq. (24), the MOAC for carrier-impurity scattering is found
to be

Ki(
)= 4niU 2
0

k2
s α

4
c

∑
α,α′,α′′

G(α)

{
Q(1)

α′,α′′δ
(
X i

1

)+ α2
0

8α2
c

Q(2)
α′,α′′δ

(
X i

2

)}
,

(28)
where we have introduced the dimensionless integral

Q(�)
α′,α′′ =

∫ ∞

0
u�|Jα′,α′′ (u)|2du, (29)

which could be analytically calculated for the �-photon
absorption process by using Eqs. (A1)–(A4) of Ref. [51]
(see Appendix B). The arguments of delta functions in
Eq. (28) are X i

� = Eα′ − Eα − �h̄
, � = 1, 2. According to
the collision-broadening model [54], these delta functions
would be replaced by the Lorentzians of the widths (�i

α,α′ )2 =
(S0U 2

0 /2πk2
s α

2
c )Q(0)

α′,α′′δs,s′ , where Q(0)
α′,α′′ is given in Eq. (29)

for � = 0.
In Fig. 3 we show the dependence of MOAC in MoS2 due

to carrier-impurity scattering on the photon energy at B = 10 T
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FIG. 3. The MOAC in monolayer MoS2 versus photon energy in-
cluding the electric, the spin, and valley Zeeman fields: (a) Transition
from n = 0 to n′ = 1, (b) the diagram transition and spin separation,
(c) transitions between different LLs for spin up, and (d) the same as
those in (c) but for spin down. The results are evaluated at B = 10 T,
T = 4 K, and eEz = 37.75 meV/d .

and eEz = 37.75 meV/d , using parameters in Table II. This
electric field value is chosen to cancel the SOC term in MoS2

for the case of τ s = +1, i.e., in the K ↑ or K ′ ↓. Figure 3(a)
depicts the first individual transition for both cases of spin up
and down as well as for both one- and two-photon processes.
It is seen that in both spin-up and spin-down cases, the one-
photon absorption peaks are located in the visible region,
which is resulting from the large band gap of MoS2 and other
TMDCs as well. This behavior is also observed for the optical
conductivity in monolayer WSe2 [8,57], but is different from
that in graphene [22] and other graphenelike 2D systems
[43,58,59]. Another noteworthy result is the splitting of the
MOAC peaks caused by the spin up and down. This is caused
by the strong SOC in MoS2. Besides, with the stronger spin-
splitting effect, the spin-down absorption peaks are always
located on the right-hand side of the spin-up ones in both
one- and two-photon absorption cases. Moreover, the bigger
absorbed photon energies here, in comparison with those in
previous works [27], illustrates that the energy gap of MoS2

is expanded when the electric, as well as the Zeeman fields,
are applied to the system. We also see from Fig. 3(a) that the
ratio between the peak values due to the two- and one-photon
processes is about 55.8% in both spin-up and spin-down cases.
This value is slightly higher than that in the absence of the

TABLE II. List of parameters used in the numerical calculation
for different TDMCs. Values of a (Å) is taken from Ref. [40], nr is
from Ref. [55], ε⊥ and ε‖ are from Ref. [56], and me (m0) is from
Ref. [42].

a nr ε⊥ ε‖ me

MoS2 3.193 6.50 6.4 15.3 0.49
WS2 3.197 6.25 6.3 13.7 0.35
MoSe2 3.313 4.25 7.4 17.1 0.64
WSe2 3.310 5.68 7.5 15.3 0.40

FIG. 4. The MOAC caused by the first transition (from n = 0
to n′ = 1) in monolayer TMDCs versus photon energy for different
magnetic fields at T = 4 K, e�z = 37.75 meV/d , and Mz, Mv 
= 0.

electric and Zeeman fields effect [27], once again showing a
notable contribution of the two-photon process in comparison
with the one-photon process, and should be included in study-
ing the transport properties of monolayer TMDCs.

Figures 3(c) and 3(d) illustrate the transitions between
different LLs in monolayer MoS2, for example, for the cases
of spin up and down, respectively. While the black solid lines
show the individual peaks (which arise from the transition
from an individual LL to another one) the blue dashed and
the red dashed-dotted lines show the total transition. It is clear
that the Zeeman fields do not affect the positions of the peaks
but slightly reduce their intensities. This reveals that when the
Zeeman fields are included, although each LL is shifted with a
value of Mz caused by spin splitting, the LLs spacings do not
change. Therefore, unlike in a previous work [7], where the
Fermi level is completely in the conduction band, allowing
some intra-LL transitions could have occurred, the combined
effect of SOC, Zeeman fields, and magnetic fields would have
raised new intra-LL transitions, this combined effect does
not allow any new inter-LL transitions. This feature can be
observed clearly from the transition diagram in Fig. 3(b). In
the absence of Zeeman fields (labeled by the red dashed lines)
due to the spin splitting, each LL is shifted by a value of τλc/v ,
while this value is (τλc/v + Mz ) in the presence of Zeeman
fields. However, we can observe in Fig. 3(b) that the energy
separations in both cases are equal. This is due to the fact
that with a case of spin up and/or down, each LL is added by
the same value, therefore, their separation is unchanged with
the Zeeman fields effect in both cases spin up and down. In the
following, we present only for the spin-up case, but the result
would be also valid for the spin down as well.

To understand the effect of magnetic field on the optical
transport properties of monolayer TMDCs, in Fig. 4 we show
the MOAC caused by the first transition versus photon energy
with the B value changing from 9 to 11 T. Each panel in
Fig. 4 describes the third peak in Fig. 3(a) in detail for three B
values. The absorbed photon energies here satisfy the resonant
condition

�h̄
 = E+1,+1
1,+1 − E+1

0,+1, (30)
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FIG. 5. The FWHM of the peaks shown in Fig. 4 versus the
magnetic field. The left (a) and right (b) consoles are for the one-
and two-photon processes, respectively.

with � = 1 (one photon). For example, for each value of B of
9, 10, and 11 T, the MOAC spectrum for monolayer MoS2

[Fig. 4(a)] shows a single peak at h̄
 = 1.66202, 1.66225,
and 1.66247 eV, respectively. It is clear to observe a blueshift
in the MOAC peaks with the increase of the magnetic field.
This feature results from the expanding of the LL spacing,
E+1,+1

1,+1 − E+1
0,+1, when the magnetic field increases. This result

is similar to that in traditional low-dimensional systems [21]
and graphene [24,35]. The increase of peak intensities comes
from the reduction of magnetic length αc with the magnetic
field. This can be analytically explained from Eq. (28) where
Ki(
) ∼ α−4

c ∼ B2. Physically, this is the cause of a well-
known phenomenon that the stronger magnetic field leads to a
stronger carrier-impurity interaction. Besides, with the largest
value of � the WS2 displays the largest values of the absorbed
photon energies while the MoSe2 shows the smallest one.
Meanwhile, the MOAC intensities for different materials are
almost of the same order.

In addition to the position and intensity, the FWHM is also
an important feature of the resonant peak. In Fig. 5 we show
the FWHM of the first transition peak as a function of B. The
main trend observed is a significant increase in the FWHM
when the magnetic field increases for both one- and two-
photon processes as well as for all four materials. Because of
the close relationship between FWHM and Lorentzian width,
the

√
B-dependent FWHM is explained from the relation that

�i
α,α′ ∼ α−1

c ∼ B1/2. This is in agreement with the broadening
LLs model [60] and the previous observation in graphene
[49,51,61]. Physically, when the magnetic field becomes
stronger, the quantum confinement effect will be enhanced,
resulting in an increase of the carrier-impurity scattering, and
so does the FWHM. We now study the effect of different
materials on the FWHM. It can be seen from the Lorentzian
formula that the different materials affect the FWHM mainly
through their values of the ratio v2

F /S0. With its biggest value
of this ratio, WS2 displays the largest FWHM while MoSe2

shows the smallest FWHM among the four. This reveals that
the carrier-impurity interaction in WS2 is the strongest.

In order to observe the electric field effect, in Fig. 6 we
show the MOAC as a function of photon energy for different
values of the electric field while retaining the magnetic field

FIG. 6. The MOAC due to the first transition in monolayer
TMDCs versus photon energy for different electric fields at
B = 10 T, T = 4 K, and Mz, Mv 
= 0.

at B = 10 T. When the electric field increases the absorption
spectrum shifts to the higher energy range and almost remains
constant in its intensity. This reveals that the electric field
increases the band gap of TDMCs but hardly affects the
absorption spectrum intensity.

B. Intrinsic acoustic and optical phonons scattering

For phonon scatterings, a particularly useful model is the
deformation potential approximation, in which the scattering
potential is simplified by the expression in the zeroth order
and the first order of the phonon momentum for the optical and
acoustic phonons, respectively [39]. Therefore, the carrier-
phonon coupling matrix element for both acoustic and optical
phonon can be treated in the same form as follows [32,33,62]:∣∣gν

q

∣∣2 = h̄

2S0ρων
q

∣∣Dν
q

∣∣2
, (31)

where ρ is the mass density. Furthermore, Dν
q is the electron-

phonon coupling strength, which is dependent on the phonon
mode ν, i.e., Dac

q = (D1q) for acoustic phonon and Dop
q = D0

for optical phonon, respectively.
For the acoustic phonon, we use the linear dispersion ωac

q =
vsq, where vs is the sound velocity. Due to their very small
values, the acoustic phonon energies in the delta functions
of Eq. (24) are neglected in comparison with the separation
energies (Eα′ − Eα ). Using this assumption into Eq. (24) we
will obtain the following expression for quasielastic scattering
by deformation potential acoustic phonon:

Kac(
) = 2kBT D2
1

V0ρv2
s α

4
c

∑
α,α′α′′

G(α)

{
Q(1)

α′,α′′δ
(
X ac

1

)

+ α2
0

8α2
c

Q(2)
α′,α′′δ

(
X ac

2

)}
, (32)

where the dimensionless integrals Q(1,2)
α′,α′′ are defined in

Eqs. (B1) and (B2) and X ac
� = X i

� . The corresponding
Lorentzian width for the case of acoustic phonon scattering
is (�ac

α,α′ )2 = (D2
1kBT/4πρv2

s α
2
c )Q(0)

α′,α′′δs,s′ , where Q(0)
α′,α′′ is

given in Eq. (29) for � = 0.
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FIG. 7. The MOAC in monolayer TMDCs due to acoustic and
optical phonon scattering is shown as a function of photon energy
for different magnetic fields. The results are evaluated at T = 4 K,
e�z = 37.75 meV/d , and Mz, Mv 
= 0. Symbols “ac” and “op” refer
to the acoustic and optical phonons scattering, respectively.

For the intrinsic optical phonon scattering, using its dis-
persionless frequency ω

op
q = ωop the expression for MOAC is

found as follows:

Kop(
) = h̄D2
0

V0ρωopα4
c

∑
α,α′α′′

G(α)

{
Q(1)

α′,α′′
[
Nop,−

q δ
(
X op,−

1

)

+ Nop,+
q δ

(
X op,+

1

)] + α2
0

8α2
c

Q(2)
α′,α′′

× [
Nop,−

q δ
(
X op,−

2

) + Nop,+
q δ

(
X op,+

2

)]}
, (33)

where Nop,±
q = Nop

q + 1/2 ± 1/2 with Nop
q being the distribu-

tion function for optical phonon, Q(�)
α′,α′′ is defined in Eq. (29),

and

X op,±
� = Eα′ − Eα ± h̄ωop − �h̄
. (34)

The Lorentzian width for optical phonon scattering is
(�±,op

α,α′ )2 = (h̄D2
0/4πρωopα

2
c )Q(0)

α′,α′′N
op,±
q δs,s′ , which is de-

pendent on the LLs.
To study the influence of magnetic field on the transport

properties of the monolayer of TMDCs, in Fig. 7 we present
the MOAC versus photon energy for three values of magnetic
fields using parameters in Table III. Similar to the impurity
scattering case, here we also observe that the magnetic field

TABLE III. List of parameters used in the numerical calculation
for different TDMCs. The values of D0 (108 eV/cm), D1 (eV), and
h̄ωop (meV) are taken from Ref. [39], the values of ρ (×10−7 g/cm2)
and vs (×105 cm/s) are taken from Ref. [63], and the value of h = 2d
(Å) is taken from Ref. [38].

D0 D1 ρ vs h̄ωop h

MoS2 5.8 4.5 1.56 6.6 48.9a 3.13
WS2 3.1 3.2 2.36 4.3 44.2 3.14
MoSe2 5.2 3.4 2.01 4.1 36.6 3.35
WSe2 2.3 3.2 3.09 3.3 30.8 3.36

aReference [64].

increases the MOAC intensity and pushes its peaks positions
to the higher region. However, the MOAC intensities in both
acoustic and optical phonons scattering are much smaller than
those in the impurity scattering with a ratio being of the
order of 104 times (106/m versus 102/m). This reveals that at
the low temperature the impurity scattering plays a dominant
role in comparison to the phonons, being in good agreement
with previous theoretical [28] and experimental [65] studies
in semiconductors.

In comparison with the optical phonon scattering case,
the MOAC intensity due to acoustic one has the same order
but with about 2–6 times smaller values. Besides, since the
acoustic phonon energy is ignored in the delta functions of
Eq. (24) caused by its small value, its scattering peak positions
located in the same position as those due to the impurity scat-
tering. Meanwhile, the peak positions due to optical phonon
scattering shift to the higher energy region due to their finite
values of the optical phonon energies. The absorbed photon
energies in the case of optical phonon interaction satisfy the
resonant condition

�h̄
 = E+1,+1
1,+1 − E+1

0,+1 + h̄ωop, (35)

with � = 1 (one-photon process). It is clear that with the
biggest optical phonon energy (see Table III), MoS2 displays
the largest shift (comparison with the peaks due to acoustic
phonon interaction) while the WSe2 depicts the smallest shift
among the four materials. Moreover, the effect of different
TMDC materials on the MOAC intensity is mainly decided
by the ratios D2

1/(nrhρv2
s ) and D2

0/(nrhρωop) for acoustic and
optical phonons scattering, respectively [see Eqs. (32) and
(33)]. With the biggest value of these ratios, the MoSe2 has the
biggest MOAC intensities in both acoustic and optical phonon
interaction cases, while WS2 shows the smallest ones. This is
the same in the case of impurity as shown in Fig. 4. Therefore,
in general, the relative values of MOAC intensity depend on
the characteristics of materials, but does not depend on the
interaction mechanism.

In Fig. 8 we illustrate the FWHM of resonant peaks shown
in Fig. 7 as a function of B. Similar to the impurity scattering
case, an almost

√
B dependence of FWHM has also been

observed in the case of phonon scattering. This is because the
Lorentzian widths in all these mechanisms are proportional to
α−1

c ∼ B1/2. Moreover, from the expressions of the Lorentzian
widths, the effect of different TMDC materials on the FWHM
is mainly decided by the ratios D2

1/(ρv2
s ) and D2

0/(ρωop)
for acoustic and optical phonons scattering, respectively. For
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FIG. 8. The FWHM of the peaks shown in Fig. 7 as a function of
magnetic field.

the acoustic phonon interaction, with the largest value of
D2

1/(ρv2
s ), MoSe2 displays the biggest FWHM while the WS2

exhibits the smallest one. On the other hand, for the optical
phonon scattering, MoS2 depicts the biggest FWHM due to
its biggest ratio of D2

0/(ρωop), while WSe2 has the smallest
FWHM among the four materials. Therefore, we can conclude
from Figs. 5 and 8 that the FWHM depends not only on the
parameters of materials but also on the interaction mechanism.

Another interesting feature of the FWHM is its usefulness
in predicting the carrier mobilities. From the FWHM data in
Fig. 8 using the expression of Landau-level broadening in the
vicinity of Fermi energy [29]

�(B) = evF

π

√
2α�B

ncμ0
, (36)

with a suitable value of the broadening parameter α� , we
can predict the carrier mobility values μ0 in the monolayer
TMDCs. The value of α� can be found by fitting the FWHM
data and available experimental value of mobility. For exam-
ple, using the value of mobility of 174 cm2/(V s), which was
experimentally observed at 4 K in monolayer MoS2 [11], we
obtain α� = 8.1 × 10−5 (1.5 × 10−2), for the acoustic (opti-
cal) phonon scattering. Then using these results of α� into
Eq. (36) we can predict the phonon limited mobility in other
monolayer TMDCs as follows: 344.8 (129.3), 119.1 (163.3),
and 215.2 (173.4) cm2/(V s) for WS2, MoSe2, and WSe2,
respectively. The resultant mobility values, in the respective
TMDCs, are given by 94.03, 68.87, and 96.03 cm2/(V s).
These obtained results are much smaller than those predicted
by another theory [31] but are significantly compatible with
experimental observations. For example, a range of saturated
values of mobilities from 120 to 140 cm2/(V s) was experi-
mentally measured in WS2 in the range of temperature from 4
to 83 K [12].

In Fig. 9 we show the dependence of the peak value of
K on the temperature. While K i is expected to be nearly
independent of T due to weak dependence of impurity scat-
tering on T [66], the Kac and Kop are expected to increase
with the increase of temperature because the scattering rate
due to phonons scattering increases [62]. Since the product
fα (1 − fα′ ) is very weakly dependent on T , the temperature

FIG. 9. Temperature dependence of the peak value of MOAC
at h̄
 = E+1,+1

1,+1 − E+1
0,+1 + h̄ωβ

q . The results are evaluated for one-
photon process, at e�z = 37.75 meV/d , Mz, Mv 
= 0, and B = 10 T.
Symbols ac, op, and im refer to the acoustic phonon, optical phonon,
and impurity scattering, respectively (note the factor of 104 in the
case of impurity scattering).

variation of the Kac and Kop is mainly through the factor Nν
q ,

which increases with T . In the case of acoustic phonon scatter-
ing, Kac ∼ T �ac/[(X ac

� )2 + (�ac)2] ∼ T 1/2, which explains
the

√
T -dependent Kac as shown in Fig. 9. Meanwhile, in the

case of the optical phonon scattering, Kop ∼ (Nop
q )1/2, which

showed that Kop increases with the increase of temperature.
Moreover, the value of the K i is always bigger than that of
Kac and Kop in all four materials, with noting the factor of 104

in the case of impurity scattering.
The temperature dependence of the FWHM is shown in

Fig. 10. Since the dependence of impurity scattering on T
is very weak [66], we only show here the dependence of
the FWHM on the temperature in the phonon scattering
mechanism. Similar to the case of MOAC, the FWHM due
to phonon scattering is found to increase with the increase of
temperature. The

√
T -dependent FWHM in the case of acous-

tic phonon scattering is generated from the Lorentzian width,
which is proportional to square root of T , while in the case

FIG. 10. Temperature dependence of the FWHM due to phonon
scattering in different materials. The results are evaluated for one-
photon process at e�z = 37.75 meV/d , Mz, Mv 
= 0, and B = 10 T.
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TABLE IV. SO-phonon modes in substrates used in the numer-
ical calculation. The characteristics of HfO2 and SiO2 are taken
from Ref. [67], of ZrO2 are from Ref. [70], and of h-BN are from
Ref. [35].

HfO2 ZrO2 SiO2 h-BN

κ0 22.00 24.0 3.90 5.09
κ∞ 5.03 4.00 2.40 4.10
h̄ω

(1)
SO (meV) 21.60 25.02 58.90 101.70

h̄ω
(2)
SO (meV) 54.20 70.80 156.40 195.70

of the optical phonon the T dependence of FWHM results
from the proportion to the factor (Nop

q )1/2 of the Lorentzian
width. Moreover, in the region of the low temperature, the
effect of the temperature on the FWHM is negligible in the
case of the optical phonon but is significant in the case of
the acoustic phonon. This reveals that the acoustic phonon
still plays an important role in the low-temperature regime.
Besides, similar to the results shown in Fig. 8, for the acoustic
phonon scattering the MoSe2 depicts the strongest FWHM,
while the MoS2 shows the strongest one in the case of optical
phonon.

C. Surface optical phonon scattering

For monolayer TMDCs on different substrates, just like
graphene [29], the surface optical (SO) phonons interact with
the carriers by an effective electric field [66,67]. In this case,
the carrier-SO phonon coupling matrix element is given as
[68,69]

∣∣gSO
q

∣∣2 = e2h̄ω
(λ)
SO

2S0ε0q
κ∗e−2qdi , (37)

where h̄ω
(λ)
SO is the SO-phonon energy with λ = 1, 2 being

the mode index. Furthermore, κ∗ = (κ∞ + 1)−1 − (κ0 + 1)−1

with κ∞ and κ0 being the static and optical dielectric constant
of substrates, and di is the equilibrium distance between the
TDMCs sheets and substrates. The material parameters of the
substrate used in numerical calculation are listed in Table IV.
Using the matrix element given in Eq. (37), the expression for
MOAC is found as follows:

KSO(
) = e2h̄ω
(λ)
SO

√
2

2V0ε0α3
c

κ∗ ∑
α,α′α′′

G(α)

{
P (1)

α′,α′′
[
NSO,−

q,λ

× δ
(
X SO,−

1,λ

) + NSO,+
q,λ δ

(
X SO,−

1,λ

)] + α2
0

8α2
c

P (2)
α′,α′′

× [
NSO,−

q,λ δ
(
X SO,−

21,λ

) + NSO,+
q,λ δ

(
X SO,−

2,λ

)]}
, (38)

where NSO
q,λ is the distribution function of SO phonon of energy

h̄ω
(λ)
SO, the arguments of delta functions X SO,±

�,λ are given in the

same form as X op,±
� [see Eq. (34)] but with h̄ωop replaced

by h̄ω
(λ)
SO. Furthermore, P (k)

α′,α′′ is the dimensionless quantity
defined as follows:

P (k)
α′,α′′ =

∫ ∞

0
xk−1/2e−2di

√
2x/αc |Jα′,α′′ (x)|2dx. (39)

FIG. 11. The MOAC due to carrier-SO-phonon in monolayer
TMDCs on SiO2 substrate as a function of photon energy at e�z =
37.75 meV/d , Mz, Mv 
= 0, B = 10 T, T = 4 K, and di = 0.4 nm.
(a) and (b) Two- and one-photon processes, respectively.

The Lorentzian width for the case of SO-phonon scattering is

(
�±,SO,λ

α,α′
)2 = e2h̄ω

(λ)
SO

8π
√

2αc

κ∗P (0)
α′,α′′N

SO,±
q,λ δs,s′ . (40)

Here the expression for P (0)
α′,α′′ is treated from Eq. (39) for

k = 0.
We now study the contribution of the two separate SO-

phonon modes to the MOAC. In Fig. 11 we show the MOAC
due to SO-phonon interaction in monolayer TMDCs/SiO2

system as a function of photon energy. The SO-phonon
scattering was indicated to have a vital role in the transport
properties of the TMDCs/substrate system, especially when
the distance between the monolayer TMDCs and the substrate
is small [66]. Indeed, at the distance of di = 0.4 nm, for ex-
ample, the MOAC intensity due to the SO-phonon scattering
obtained here is about 100 times higher than those caused
by both intrinsic acoustic and optical phonon scatterings [see
Figs. 7(a) and 7(b)]. However, these values are still much
smaller than those in the case of impurity scattering [see
Fig. 4(a)]. In comparison between the two SO-phonon modes,
with its higher energy, SO2-phonon mode depicts not only
a bigger contribution to the MOAC intensity but also the
larger values of the absorbed photon energies in both one-
and two-photon processes. This result fits well with those
evaluated for graphene [49] as well as for monolayer MoS2

[27] on different substrates. Moreover, since the energies of
SO1 mode and intrinsic optical phonons are almost the same,
the peak positions due to SO1-phonon mode and the intrinsic
optical phonon are almost the same, while the peak position
due to SO2-phonon mode is located in a much higher energy
range.

To understand the combined effect of different substrates
and magnetic field on the transport properties, in Fig. 12 we
show the MOAC in WS2/substrate systems as a function of
photon energy for different magnetic fields. The effect of the
magnetic field on the MOAC is mainly led by the term α−3

c ∼
B3/2 [see Eq. (38)] resulting in the increasing of MOAC
intensity and the blueshift with the magnetic field. This result
fits well with those reported for the conductivity in graphene
[35] and the magneto-optical transitions in MoS2 on different
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FIG. 12. The MOAC due to carrier-SO-phonon in monolayer
WS2 on different substrates versus photon energy for different mag-
netic fields. The results are evaluated for one-photon process, at
e�z = 37.75 meV/d , Mz, Mv 
= 0, T = 4 K, and di = 0.4 nm.

substrates [36]. Meanwhile, the effect of different substrates
on the MOAC intensity is mainly decided by their coupling
matrix element with the carriers, which is expressed through
the reduced quantity h̄ω

(λ)
SOκ∗. Since SiO2 has the biggest value

of the carrier-SO-phonon scattering, the MOAC intensity in
this substrate is the strongest, followed by that of ZrO2, while
h-BN exhibits the smallest one. Besides MOAC intensity,
the substrates also affect another characteristic of MOAC,
its position for example, through their finite and pretty large
SO-phonon energies. In both case of SO1 and SO2-phonon
interaction, with the smallest SO-phonon energies, the peak
positions in HfO2 substrate show the smallest shift, followed
by that of ZrO2, and then of SiO2, while the peak positions
in h-BN display the largest shift. In other words, the peak
position shift under the effect of the substrates is followed by
the order of HfO2 < ZrO2 < SiO2 < h-BN.

Finally, the influence of different substrates on the FWHM
is presented in Fig. 13, where the FWHM of the absorption
peaks due to SO-phonon interaction is plotted as a function
of B for different substrates. Since the major purpose of this
part is to study the influence of the substrates on the FWHM,

FIG. 13. The FWHM of the peaks shown in Fig. 12 versus the
magnetic field. (a) and (b) SO1 and SO2 phonons, respectively.

we only present here for the monolayer WS2, for example,
but the results can be also validated for other TMDCs. The
mainstream of the increase of FWHM with the magnetic
field is also observed in the case of SO-phonon scattering,
just like in other types of interactions: Impurity as well as
intrinsic acoustic and optical phonon, but with a different rate.
While the FWHM increases with the same B1/2 rule in the
cases of impurity and intrinsic phonons scattering, for the
SO-phonon interaction, the FWHM increases with the B1/4

rule, which is guided by the fact that the Lorentzian width in
the case of SO-phonon interaction is proportional to α−1/2

c ∼
B1/4 [see Eq. (40)]. This means that in the case of SO-phonon
interaction, the increase rate of the FWHM is smaller than
that of the impurity and the intrinsic phonons interactions.
Moreover, because of the strong SO-phonon couplings, the
value of FWHM induced by this type of interaction is much
bigger than those caused by the intrinsic phonons scattering.
Besides, the result shown in Fig. 13 also reveals that the
effect of two individual SO-phonon modes on the FWHM is
similar, except that the FWHM due to SO2-phonon interaction
is bigger because of its bigger energy in comparison with
that of SO1 phonon. Similar to the case of MOAC, the effect
of different substrates on the FWHM is also mainly guided
by their carrier-SO-phonon coupling matrix element. With
the strongest carrier-phonon coupling, the FWHMs in SiO2

substrate have the highest values in both cases of SO1 and
SO2 phonons, followed by that of ZrO2. Whereas for the
lowest value of the FWHM, there is a difference between the
two individual SO-phonon modes. For the SO1-phonon mode,
the HfO2 substrate shows the smallest FWHM caused by its
smallest value of h̄ω

(1)
SOκ∗ while the h-BN one exhibits the

smallest FWHM in the case of SO2-phonon scattering.

IV. SUMMARY AND CONCLUSIONS

We have studied the magnetotransport properties of mono-
layer TMDCs including different types of carrier scatterings.
At the zero-magnetic field, in each material, the spin splitting
in the conduction (valence) band is equal to |λc| (λv) due to the
combined action of the spin and valley splittings. The com-
bined influence of the strong SOC and the Zeeman fields has
doubled LLs but has not changed the energy gap of monolayer
TMDCs. Nevertheless, this combined effect does not allow
any new inter-LL transitions. The effect of the electric field
depends on its direction. With a suitable choice of direction,
the electric field can be used as a fruitful tool to open the band-
gap energy of monolayer TMDCs. Because of the strong SOC
effect in the monolayer TMDCs, the absorption spectrum is
separated into two individual peaks corresponding to spin-up
and spin-down cases, which are located in the visible region
(one-photon absorption process), caused by their large band
gap. Among these peaks, with stronger spin splitting effect,
the peaks generated from the spin-down case are always
located on the right-hand side of the spin-up ones in both one-
and two-photon cases.

Among three types of scattering, the MOAC intensity in
the case of impurity interaction is the strongest for the present
choice of ni = 1013 m−2, followed by that of the SO phonon,
and the intrinsic phonons one is the weakest. Meanwhile, the
FWHM induced by the SO-phonon scattering are biggest due
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to their big SO-phonon energies, the values of the FWHM in
the other two scattering types are almost the same. In compar-
ison among the four materials, the MOAC intensity in MoSe2

is always the biggest in three scattering types. Meanwhile,
with the largest band gap, the peak position in WS2 is always
located in the highest value of the energy region. Since the
nature of different scattering mechanisms is different, the or-
der of the FWHM value due to different materials in different
types of scattering is not uniform. With the smallest value of
εr , WS2 shows the highest value of the FWHM via impurity
scattering, while MoSe2 and MoS2 display the biggest via
intrinsic acoustic and optical phonons scattering, respectively.
Besides, among four different substrates, SiO2 always shows
its superiority. The evidence is that both MOAC intensity
and FWHM value in the TMDCs/SiO2 system are always
the biggest. Finally, all of the materials offer competitive
transport performances of carriers. With their large band-gap
energy, monolayer TMDCs could be promising alternatives to
the traditional semiconductors as well as the graphene in the
nanodevices applications, especially in the visible range.
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APPENDIX A: THE FORM FACTOR

In this Appendix we will present the expression of the
form factor shown in Eq. (17) in more detail. Inserting the
eigenfunctions (8) and (9) into Eq. (17), and then using
the formula shown in Eq. (7.377) of Ref. [71], we obtain the

following expression, assuming n < n′:

Jα′,α (q) =
√

n!

n′ eiqxx0 e−u/2(i
√

u)n′−n

[
Bτ ′,p′

n′,s′ Bτ,p
n,s Ln′−n

n (u)

+ |τ |2Aτ ′,p′
n′,s′ Aτ,p

n,s

√
n′

n
Ln′−n

n−1 (u)

]
, (A1)

with u = q2α2
c /2. Squaring the two sides of the above

equation, and noting that |τ |2 = 1, we will obtain the expres-
sion for |Jα′,α′′ (q)|2 as shown in Eq. (17), where the state |α〉
would be changed to |α′′〉. In the case of α = α′, the result will
be reduced to

|Jnn(u)|2 = e−u
[∣∣Bτ,p

n,s

∣∣2
Ln(u) + ∣∣Aτ,p

n,s

∣∣2
Ln−1(u)

]2
, (A2)

which is similar to the one reported in Ref. [7].

APPENDIX B: DIMENSIONLESS INTEGRALS

Using equations from (A1) to (A4) of Ref. [51] the di-
mensionless integrals in Eq. (29) are explicitly expressed as
follows for the one- and two-photon processes:

Q(1)
α′,α′′ = (

Bτ,p′
n′,s′B

τ,p′′
n′′,s′′

)2
(2k + j + 1)

− 2
(
Aτ,p′

n′,s′A
τ,p′′
n′′,s′′B

τ,p′
n′,s′B

τ,p′′
n′′,s′′

)√
k(k + j)

+ (
Aτ,p′

n′,s′A
τ,p′′
n′′,s′′

)2
(2k + j − 1), (B1)

Q(2)
α′,α′′ = (

Bτ,p′
n′,s′B

τ,p′′
n′′,s′′

)2{2 + 6k(k + 1) + j[ j + 3(2k + 1)]}
− 2

(
Aτ,p′

n′,s′A
τ,p′′
n′′,s′′B

τ,p′
n′,s′B

τ,p′′
n′′,s′′

)
× (2k + j)

√
k(k + j) + (

Aτ,p′
n′,s′A

τ,p′′
n′′,s′′

)2

×{2 + 6k(k − 1) + j[ j + 3(2k − 1)]}, (B2)

which are valid for all possible intravalley transitions.
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