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Abstract. Automatic document classification is considered to be an
important part of managing and processing document in digital form,
which is increasing. While there are a number of studies addressing the
problem of English document classification, there are few studies that
deal with the problem of Vietnamese document classification. In this
paper, we propose to employ a hierarchical attention networks (HAN)
for Vietnamese document classification. The HAN network has the two-
level architecture with attention mechanisms applied to the word level
and sentence level from which it reflects the hierarchical structure of the
document. Experimental results are conducted on the Vietnamese news
Database which is collected from the Vietnamese news Web sites. The
results show that our proposed method is promising in the Vietnamese
document classification problem.
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1 Introduction

Automatic document classification is to assign text into an appropriate cate-
gory for easier management. It is a fundamental problem in the field of nat-
ural language processing. For supervised learning, given a set of documents
D = {d1, d2, . . . , dn} and the corresponding label set C = {c1, c2, . . . , cm}, the
task is to find a mapping function f : D !→ C that is able to capture the text
meaning to decide the label for each document.

Automatic document classification studies are becoming increasingly impor-
tant recently because of the increasing number of digital documents from a
variety of sources. Automatic document classification largely supports in docu-
ment management and processing in enterprises, organizations, and government
agencies.

The traditional methods extract surface features such as n-gram or bag of
words (BoW) and then apply common learning algorithms to build predictive
models [5,11]. Recently, deep neural networks to automatically learning text
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features have been applied efficiently for document classification [9,13]. Tang et
al. compressed a document into a single vector by modeling it from words to
sentences using Gated Recurrent Unit (GRU) networks [9]. Yang et al. applied
GRU networks with attention mechanism to visualize the words and sentences
according to the degree of their contribution to the document meaning [12].

Although there are many studies dealing with automatic document classifica-
tion in English, this number is quite limited with Vietnamese documents. Viet-
namese language processing is different from English, especially word separation,
which is covered in Sect. 2.1. Current existing Vietnamese document classifica-
tion methods rely primarily on Naive Bayes [3], SVM [4,8], neural networks
[10] on features extracted from documents such as n-grams and bag of word.
These methods depend heavily on the parameter selection and feature extrac-
tion process, nor does it focus on meaningful words that distinguish between the
document classes. In order to focus on important words that are meaningful in
distinguishing between document classes, we propose to employ a hierarchical
attention networks (HAN) [12] in this research, that is, effective thanks to the
attention mechanism and has proved to be effective in the problem of English
document classification [13].

Our experimental results are conducted on the Vietnamese news dataset
published by Hoang et al., in [4] that contains more than 33,000 news in 10
classes. The results show the prospect of our proposed method in solving the
problem of Vietnamese document classification.

The rest of this paper is organized as follows. Section 2 presents our proposed
method. Section 3 describes more details about the dataset and experimental
setting. Results and discussion are presented in Sect. 4. Finally, Sect. 5 is the
conclusion and future work.

2 Approach

In this section, we will present our approach to the problem of Vietnamese doc-
ument classification. The whole process of Vietnamese document classification
is described in Fig. 1. The Vietnamese document classification process is divided
into three steps: Document preprocessing, data presentation, and apply the hier-
archical attention networks.

2.1 Document Preprocessing

This is the basic step in the field of natural language processing. First, we remove
special characters from the document. Second, we use vnTokenizer [6]—the good
word segmentation for Vietnamese to segment the documents into words. The
last step is to remove stopwords by using Vietnamese stopwords list available on
the github1 which contains nearly 2000 stopwords.

1 https://github.com/stopwords/vietnamese-stopwords.

https://github.com/stopwords/vietnamese-stopwords
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Fig. 1. Text classification process

2.2 Data Presentation

Data separation To apply the HAN network that applied two levels of atten-
tion mechanisms is word level and sentence level, and we also divide the input
documents into two levels: sentence level and word level. The representation of
the data as follows:

d = {s1, s2, . . . , sn} , si = {wi1, wi2, . . . , wim} , i = 1, n

where d is input document, si is the ith sentence in d, n is the number of
sentences in d, wij is jth word in si and m is the number of words in si.

Represent word into vector The input of the HAN network is the set of
words in the sentences, which will be explained in Sect. 2.3. Thus, the primary
input of the HAN network can be considered as words. So we need to convert
these words into vectors and consider these vectors as the input of the network.
There have been many studies concerning the expression of words into vectors
[1,7]. To represent words into vectors, we use a pre-trained word vectors dataset
which is available on github.2 This dataset contains 294 languages (including
Vietnamese), trained on Wikipedia using fastText. These vectors in dimen-
sion 300 were obtained using the skip-gram model described in [1] with default
parameters.

2.3 Hierarchical Attention Networks

Figures 2 and 3 show the architecture of the hierarchical attention network for
document classification [12]. The network generates the document vector rep-
resentations by using two sequence-based encoders for words (Fig. 2) and sen-
tences (Fig. 3), and then stacks a softmax layer for classification. The highlight
2 https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.
md.

https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
https://github.com/facebookresearch/fastText/blob/master/pretrained-vectors.md
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of this model is the ability to visualize the important words and sentences due to
the application of the hierarchical attention mechanism. The remainder of this
section will describe the details of the network components.

Fig. 2. Architecture of the hierarchical attention network: the sentence-level layers

Fig. 3. Architecture of the hierarchical attention network: the document-level layers
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Gated Recurrent Unit (GRU) is introduced by Cho et al. [2] to solve
the problem of vanishing gradient coming with the standard recurrent neural
network. GRU uses update gate and reset gate to control the amount of infor-
mation passing to the output. In which, the update gate zt decides the amount
of past and new information being updated to the new state ht. Meanwhile, the
reset gate rt is used to determine the amount of the past information to forget.
At time step, t, zt, and rt are computed as follows:

zt = σ(W (z)xt + U (z)ht−1) (1)

rt = σ(W (r)xt + U (r)ht−1) (2)

where xt is the vector of the tth element. W (z)/W (r) and U (z)/U (r) are the
weights for xt and previous state ht−1 in update/reset gates, correspondingly.

The current memory content uses the reset gate to store relevant information
from the past:

h′
t = tanh(Wxt + rt ⊙(Uht−1)) (3)

The final memory at the current time step t now is computed from the added
new information and past information as follows:

ht = zt ⊙ht−1 + (1 − zt) ⊙h′
t (4)

Sequence encoder using bidirectional GRU Given a sequence S =
{s1, s2, . . . , sN}, where si, i ∈ [1, N ], is represented as a real-valued vector, we
use a bidirectional GRU to encode the contextual information of the sequence.
To do that, the bidirectional GRU contains the forward GRU

−→
f and backward

GRU
←−
f to read the sequence from left to right and inverse direction:

−→
h t =

−−−→
GRU(xt) (5)

←−
h t =

←−−−
GRU(xt) (6)

The state at the time step t is determined by concatenating the forward and
backward hidden states, ht = [

−→
h t,

←−
h t]. The ht contains the information of the

whole sequence centered around xt.
Attention mechanism The GRU reads a sequence and compresses all infor-

mation to a single vector. Several elements may lead to the loss of information
since they have different contributions to the meaning of the sequence. Apply-
ing attention mechanism partially solves this problem. It allows to look over
the original sequence and focus on informative elements. To do this, a context
vector ct is plugged between the GRU and the encoded vector to compute the
probability distribution for each element. Math is shown below:

αts =
exp(score(ht, h̄s))∑N

s′=1 score(ht, h̄′
s)

(7)

ct =
∑

s=1

αtsh̄
′
s (8)
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at = f(ct, ht) = tanh(Wc[ct;ht]) (9)

GRU hierarchical attention To build the classifier, firstly, we apply bidi-
rectional GRU with attention at both sentence level and document level to
encode a document to a fixed-length vector. After that, a fully connected layer
and a softmax are stacked on the top for classification.

3 Experiments

3.1 Dataset

In this section, we describe the dataset we used to obtain our experimental
results. While there are many public datasets for the problems of categories
classification in English, this number for Vietnamese is very limited. Fortunately,
there is a dataset of Vietnamese news articles published by Vu Cong Duy Hoang
and his colleagues [4]. This dataset is available on github.3

The dataset was collected from four largest Vietnamese online newspa-
pers: VnExpress,4 TuoiTre Online,5 Thanh Nien Online, and6 Nguoi Lao Dong
Online.7 According to the authors presented in [4], preprocessing data was con-
ducted automatically by removing HTML tags, stopwords, spelling normaliza-
tion via various heuristics techniques, and Teleport software. The process then
had been manually reviewed and corrected by linguists. Finally, the relatively
large and sufficient corpus is obtained which includes more than 80,000 docu-
ments. The dataset has two levels: Level 1 and Level 2. Level 1 contains doc-
uments listed in the top 10 categories from popular news Web sites mentioned
above. In this research, we use the dataset which is the training dataset from
Level 1 and it is depicted in Fig. 4.

Understanding the dataset is very important for selecting parameters in our
proposed models. Therefore, we made some statistics on the training dataset
(including 33,759 articles). We saw that there are 70,860 unique words in 33,759
articles, each article contains about 23.7 sentences and each sentence contains
about 9.81 words.

The dataset is randomly split by the ratio 3:1:1 for training, validation, and
testing process.

3.2 Experimental Setups

This section describes some of the issues related to the implementation for our
research.

3 https://github.com/duyvuleo/VNTC.
4 www.vnexpress.net.
5 www.tuoitre.com.vn.
6 www.thanhnien.com.vn.
7 www.nld.com.vn.

https://github.com/duyvuleo/VNTC
www.vnexpress.net
www.tuoitre.com.vn
www.thanhnien.com.vn
www.nld.com.vn
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Fig. 4. Number of articles by category in training set

Algorithm 1 is used to represent each document into an m×n matrix. Then
set of documents D becomes the set of matrices as shown in Fig. 5 where k is
the number of documents, n is the maximum number of sentences (denoted by
MAX − SENTENCE in the algorithm) which is considered in a document,
and m is the maximum number of words (denoted by MAX − WORD in the
algorithm) which is considered in a sentence and each word is a 300-dimensional
vector. This means that documents longer thanMAX−SENTENCE sentences
and sentences longer than MAX − WORD words will be truncated and if the
corresponding length is smaller, we make zero padding. This helps to limit the
amount of computing. In line 3, we make a transformation of a word into a
vector. We use fastText pre-trained word vectors provided by the Facebook
AI Research group. In fastText file, followed by a word is a 300-dimensional
vector as its representation. Based on the statistics in Sect. 3.1, we chose MAX−
SENTENCE = 15 and MAX−WORD = 100, note that we only select 20,000
words with the highest frequency to create the dictionary.

We train and evaluate the HAN network through 20 epochs with the batch
size of 50.

To evaluate our proposed approach, we also implemented other conventional
classification algorithms including Naive Bayes, random forest, and SVM. In
addition, the bag-of-words (BoW) feature is used in all conventional classifica-
tion algorithms. We built the dictionary using 20,000 words with the highest
frequency.
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Algorithm 1 Document representation algorithm
INPUT: Raw of documents D
OUTPUT: Matrix-formatted data of documents

1: docList ← {}
2: for d ∈ D : do
3: docMatrix [n,m] ← Zero matrix
4: for si ∈ d and i < MAX − SENTENCE do
5: for wij ∈ si and j < MAX − WORD do
6: if wij ∈ dictionary then
7: docMatrix [i, j] = word2vec (wij)

8: docList.add (docMatrix)

9: ruturn docList

Fig. 5. Data presentation

4 Results and Discussion

Table 1 compares our method with some conventional machine learning
approaches (random forest–BoW, Naive Bayes–BoW, SVM–BoW) according to
accuracy, precision, recall, and F1-score. As can be seen, our approach out-
performs the handcrafted-feature-based methods. According to our observation,
BoW can obtain high performance because the words related to each topic are
more frequently occurred in the articles belonging to such topic than in those of
other topics. It is interesting that HAN network automatically learns the mean-
ing of the text without any information of topic words, and can obtain higher
performance.



128 K. D. T. Nguyen et al.

Table 1. Comparison of approaches according to accuracy, precision, recall, and F1

Method Accuracy Precision Recall F1

Random Forest BoW 46.3 69.94 34.61 34.61

Naive Bayes-BoW 85.25 87.52 85.01 85.68

SVM-BoW 86.54 87.89 85.67 85.77

HAN 87.73 88.10 86.36 86.37

We also analyze the training process to check the convergence of the model.
Figure 6 shows the accuracy on the training, validation, and testing sets through
epochs. It can be seen, the model converges rapidly around 10 epochs and gets
stable after that. The varying trend of validation and testing curves is similar.
This shows the model stability to predict unseen instances.

Fig. 6. Accuracy

Another improvement of our proposed model compared to conventional learn-
ing methods like Naive Bayes and SVM are the ability to extract important
words in the classification process. To confirm that our model has the ability
to select meaningful words for classification, we visualize the word attention
layer. Figures 7 and 8 show results from some test data. We use different levels
of yellow color to indicate the weight of words. The word highlighted in yel-
low has the greater weight comparing to others. The word marked with white
color has almost zero weight. The results show that our model has the ability
to select words containing meaningful information for the classification process.
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For example, for the document in Fig. 7 with label 7, which denotes sports,
our model accurately localizes the words (coach in English),

(team), and (football player). For the document in Fig. 8 with
label 8, which denotes culture, our model focuses on (music),
(singer), (sing), and diva.

Fig. 7. A document with label 7 means sports

Fig. 8. A document with label 8 means culture

5 Conclusions and Future Works

Our study proposes a new and effective approach to the problem of Vietnamese
document classification. We propose a new model with a two-level attention
mechanism that is word level and sentence level, which illustrates the hierarchical
structure of the document. We obtained better visualization using the highly
meaningful words of a document. The results have shown the effectiveness of
our proposed method. Visualization of attention layer demonstrates that our
model is capable of selecting meaningful words for document classification.

Although our results show efficiency, it does not really harness the power of
the hierarchical attention network (HAN), which is the ability to identify words
and sentences that are focused and meaningful for the class. So, in the future,
we will focus on analyzing and harnessing the power of the HAN network.
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