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ABSTRACT

The goal of data clustering is to divide a set of data into different clusters, so that the data in the 
same cluster show some similar characteristics. There are many clustering methods for satellite image 
segmentation, such as k-means, c-means, iso-data, minimum distance algorithms. Each method has 
certain advantages and disadvantages, but generally they are based on brightness value to divide the 
pixels of the image in to clusters. Actually, the probability of occurrence of frequency of appearance 
of pixel has certain effects on clustering results. In this article, the authors propose a method for 
clustering satellite imagery based on density. It consists of two main steps: find cluster centroid using 
density and data clustering using fuzzy c-Means algorithm (DFCM). The results obtained in this 
study can be used to potentially improve classification accuracy of satellite image.
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INTRODUCTION

Remote sensing data clustering is an extremely important part of satellite image processing (Torahi & 
Chai, 2011; Mai, Trinh & Ngo, 2016; Mai & Ngo, 2015; Mai & Ngo, 2018). The results of satellite 
image classification can be used for a variety of purposes, such as natural resource research and 
environmental monitoring, urban planning and ensure national defense and security. Meanwhile, 
optical remote sensing data sources are often affected by weather conditions and the accuracy of the 
receiver, this make the image classification more complicate (Ngo, Mai & Pedrycz, 2015). In fact, 
uncertainty is inherently present in decision making. As such, it is increasingly imperative to research 
and develop new theories and methods based on fuzzy clustering (Li, 2017).

There are many satellite image classification methods (Han, Chi & Yeon, 2005; Gordo, Martinez, 
Gonzalo & Arquero, 2013), such as manual thresholds methods (Yang et al., 2016), unsupervised 
classification methods (Genitha & Vani, 2013), supervised classification methods (Jog and Dixit, 
2016), fuzzy clustering method (Rauf, Valentin & Leonid, 2009) and method based on intuitionistic 
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fuzzy sets (Li, 2004; Li & Cheng, 2002). These methods often use some common algorithms, such 
as K-means, c-Means, Iso-data, minimum distance and Fuzzy c-means. These clustering algorithms 
are essentially using the same strategy based on brightness to split into clusters (Jog & Dixit, 2016; 
Rauf et al., 2009) without regard to the density of the pixels, while high density pixels are usually 
located near the centroid of the cluster (Peherstorfer, Pflüger & Bungartz, 2012; Chen, Yan & Wang, 
2014; Benmouiza & Cheknane, 2016).

Many scientists in the field of remote sensing data processing have proposed clustering methods 
based on density of pixels, in which density based spatial clustering of applications with noise 
(DBSCAN) is commonly used for satellite image classification (Khan, Rehman, Aziz, Fong & 
Saravady, 2014; Benmouiza & Cheknane, 2016). This algorithm requires only one input parameter 
and supports the users in determining an appropriate value for it. It discovers clusters of arbitrary 
shape and divides high density areas into cluster without depend on the size of data. In terms of 
implementation, this algorithm is also difficult to find the optimal radius of the density function 
around each pixel. In addition, the execution time of this algorithm is quite slow, especially when 
tested on large datasets, such as satellite imagery (Ngo, Mai & Nguyen, 2012). To overcome these 
limitations, many scientists are interested in improving this algorithm. Peherstorfer et al. (2012) 
presented a grid-based density estimation method to improve the speed of clustering. Chen et al. 
(2014) improved the DBSCAN algorithm by expanding the clusters which uses the margins of the 
objects, such as a pixel, to reduce the computation time. These improvements significantly reduce 
clustering time; however, affect the accuracy of clustering results.

To solve the above problem, this study proposed a method for approximating the centroid of cluster 
based on the density of pixels. Next step, the authors use approximation centroids for classification 
satellite imagery using the fuzzy c-means algorithm.

PROPOSAL METHODOLOGY

Scientific Basic
Density
The concept of density can be understood as the quantity representing the amount of matter in unit of 
measure (length, area, volume). So, the pixel density is the frequency of the pixel per unit of measure. 
Usually, the centroid of cluster is the average value of the pixels, so if the pixel has high frequency 
of appearance, that pixel is closer to the centroid of cluster (Ngo et al., 2012).

Fuzzy C-Means Algorithm
In general, fuzzy memberships in fuzzy c-means clustering algorithm (FCM) achieved by computing 
the relative distance among the patterns and cluster centroids (Bezdek & Ehrlich, 1984). Hence, to 
define the primary membership for a pattern, FCM algorithm defines the membership using value 
of m. The use of fuzzifier gives different objective function as follows:
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Next, defuzzification for FCM is made as if u x u x
i k j k
( ) ( )>  for j=1, ..., C and i ≠ j then x

k
 is 

assigned to cluster i.

Proposal Methodology
One of the difficulties of clustering algorithms is the initialization of the initial cluster centroid (Jog 
& Dixit, 2016; Rauf et al., 2009), this affects the steps taken and results clustering, if the centroid 
of the initiator cluster is too close together or too far apart, it will easily lead to local convergence, 
which makes the clustering algorithm is low accuracy or is unstable. There should be an approach to 
initializing the centroid of clusters that makes clustering algorithms stable and efficient. In this study, 
initialization of cluster center was proposed based on the density of pixels and the fuzzy c-Means 
algorithm applied to the land cover classification on satellite imagery.

In fact, the image information is stored as numeric values so the problem of image partitions is 
usually based on the degree of similarity among these values to decide whether an object belongs to 
any region in the image. Hence, the key to determine a pixel will belong to certain area is based on 
the similarity of brightness, which is calculated through a function of the distance in the color space 
d
ik

 between the pattern x
k

 and the centroid v
i
.

In that, the centroid will be in the samples that the density surrounding the sample data are 
large. The concept of statistical variance mathematical model is used to solve the problem of 
selecting a surrounding data points. For the first step, the expected pattern z i  is computed by the 
following equation:
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In which T = 1  if z ≥ 0  otherwise T=0.
Call V

c
 is a set of pixels in order of density from high to low. Find pixel satisfying the condition:
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Put x
i
 into the result set V

c
 according to the following formula:
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and X=X\x
i
. If X= ϴ given a set of candidate points V

c
, else back to finding D

i
.

If V
c

 is large then we can proceed with this algorithm to reduce the number of candidate clusters. 
The calculations can be speeded up by dividing the input data set into subsets, then the algorithm 
can be applied for that subset to finding candidates set V

i
. Call V is the set of all candidates, then 

∪ =V V
i

, apply this algorithm with set V to finding V
c

 set. The centroid matrix V can be initialized 
by choosing the patterns in V

c
 according to the density of candidates.

The above approach can approximate centroid of clusters, starting the FCM algorithm with 
these approximate centroid centers will reduce the number of iterations, computational time of the 
algorithm and improve the accuracy of clustering results. The detailed DFCM algorithm consists of 
the following nine main steps:

Input: Data set X with N data sample: X x x
N

= ( )1
,...,  and x Rd∈ , the number of cluster is C, stop 

condition ε .
Output: Data clusters.
Step 1: Calculate sample expectations and standard deviations by formula (4) and (5), radius of the 

sphere r s
i d i

=
< <
min
1

 in the m-dimensional space.

Step 2: Density calculation D
i
 by formula (6).

Step 3: Find x
i
 by formula (7), and assign x

i
 to result set by formula (8).

Step 4: Calculated Y x r x x
j i i j

= − − ≥{ }, || || 0  and set X X Y= \ , if X = φ  then go to Step 5, 
else go to Step 1.

Step 5: Given set of centroids V v
c j
= { } .

Step 6: Calculate the value of the membership function according to the formula (2).
Step 7: Update centroid by formula (3).
Step 8: Stop condition: J Jt t( ) ( )+ − ≤1 ε , if true go to Step 9, else go to Step 6.
Step 9: Assign the pixels to the cluster according to the formula (2) and given the clustering result.
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The proposed algorithm consists of 9 steps, where steps 1 to 5 are performed to approximate 
centroid of clusters; steps 6 to 9 apply the fuzzy c-means algorithm to classify the land cover. This 
algorithm can be applied to different types of multispectral images, where the number of channels 
is the dimension of each pixel.

Indicator
To assess the effectiveness of algorithms and the quality of clusters, the authors use a number of 
indicators that are widely used in clustering problems such as Mean Squared Error (MSE) index 
(Wang & Bovik, 2009), Image Quality Index (IQI) (Wang & Bovik, 2002).

•	 MSE index:
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corresponding to the original image and segment results image. The best value 1 is achieved if and 
only if y x

i i
= , the lowest value of -1 occurs when y x x

i i
= −2  with i N= 1, .

The one of simplest and most widely used criterion measure for clustering is Sum of Squared 
Error (SSE). It is defined as:
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where C is the number of clusters, Ni is the number of element in ith cluster and vk is the centroid of 
ith cluster.

EXPERIMENT

In the experiments, authors have selected the problem of classification on satellite imagery to test the 
proposed algorithm. In that, step 1 is the initial pre-processing step, select the processing area on the 
satellite image and Image geometry correction. Implement the DFCM algorithm to classifying into 
six clusters, based on the centroid of each cluster to assign corresponding to six types of land cover. 
The final step is to evaluate the quality of the classification results. The details of proposed algorithm 
for land cover classification from SPOT 5 and Landsat 7 ETM+ multispectral images consist of the 
following three main steps:

Step 1: Multispectral image preprocessing.
Step 2: Apply proposed method for classifying land cover in remotely sensed imagery. This 

multispectral image will be classified into six classes representing six types of land covers:

Step 3: Evaluate the accuracy of classification results.

The proposed method is programmed in Visual Studio C ++ 2010 with m=2.

Case #1
In this experiment, Landsat 7 Enhanced Thematic Mapper Plus (ETM+) image taken in 30 September 
2009 covering a part of Hanoi city, Vietnam (see Figure 1) was used. Landsat 7 ETM+ image consists 
of eight spectral bands with a spatial resolution of 30 meters for band 1 to 5 and 7, 10 meters for 
panchromatic band (band 8). Spatial resolution for thermal infrared band (band 6) is 120 meters, but 
is resampling to 30 meters pixels.

The results of land cover classification were shown in Figure 2, in which 2a, 2b, 2c and 2d are 
classification results of K-means, DBSCAN, FCM and DFCM proposed algorithm, respectively. Table 
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1 showed the comparison of classification results obtained by using K-means, DBSCAN, FCM and 
DFCM algorithm. As can be seen, there was a significant difference on the area of regions classified 
by the aforementioned algorithms. The biggest difference was between the regions classified by 
K-means and DFCM algorithms.

In this study, to evaluate the quality of clusters, we considered the different validity indices, such 
as Mean Squared Error index (MSE) and Image Quality Index (IQI). It can be seen that the accuracy 
of land cover classification using K-means algorithm was very low. Many objects, such as bare soil 
and water, bare soil and sparse vegetation were misclassified. The accuracy of land cover classification 
was improved when using DBSCAN and FCM algorithms; however, it was not so high. The results 
of calculation of IQI and MSE indices by 4 algorithms K-means, DBSCAN, FCM and DFCM were 
shown in Table 2. It can be seen that the FCM and DFCM algorithms provided better classification 
result than the other algorithms, such as K-means and DBSCAN.

Case #2
The second experiment is selected in area of Chu Prong district, Gia Lai province (Central highlands of 
Vietnam). Remote sensing data used in the classification is SPOT 5 multispectral image in December 
2009 (Figure 3). SPOT 5 multispectral images consist of five spectral bands with a spatial resolution 
of 10 meters for band 1 to 3, 20 m for short wave infrared (SWIR) band (band 4) and 5 meters (nadir) 
for panchromatic band (band 5).

In this example, we also classify the image into six classes as for Experiment 1. The classification 
results are shown in the Figures 4 (a-d). It can be seen, many objects, especially water, are misclassified 
when classification using K-means and DBSCAN algorithms (Figure 4a, 4b). These errors have 
significantly improved when using FCM, especially DFCM algorithms (Figure 4c, 4d).

Figure 1. Landsat 7 ETM+ image of the Hanoi region
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Figure 2. Result of land cover classification from Landsat image: a) K-means; b) DBSCAN; c) FCM; d) DFCM proposed algorithm

Table 1. Results of land cover classification in the experiment 1 region

Class K-Means DBSCAN FCM DFCM

1 8.753% 7.954% 7.055% 6.955%

2 14.447% 16.445% 18.443% 19.442%

3 13.218% 15.215% 20.210% 21.209%

4 25.659% 21.663% 15.670% 14.671%

5 23.651% 22.453% 19.656% 18.657%

6 14.272% 16.270% 18.967% 19.067%
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Table 3 shows the results of determining the area of six land cover classes. As compared with 
the results in the experiment 1, the results also showed that the area of land cover classes is different, 
in which the biggest difference between K-means and DFCM algorithms.

Table 4 presents the accuracy assessment of classification results using K-means, DBSCAN, 
FCM and proposed algorithms (DFCM). It can be seen that the K-means algorithm has the lowest 
accuracy in this data set. The accuracy of classification results is enhanced by using DBSCAN and 
FCM algorithms. The results also show that the accuracy of land cover classification is highest when 
using proposed algorithm (DFCM).

Case #3
In the experiment 3, we used SPOT 5 multispectral images (band 1 to 3) and short wave infrared 
(SWIR, band 4) bands in Tan An district, Long An province. The input image was taken in 2007 with 
spatial resolution 10 m for multispectral bands and 20 m for SWIR band (Figure 5).

As with the experiment 1 and experiment 2, six classes of land cover was classified by using 
K-means, DBSCAN, FCM and DFCM algorithms. The results of land cover classification from SPOT 
5 image are shown in Figure 6 (a-d).

Table 2. The various validity indices computed from Landsat image in the experimental case #1

Index K-Means DBSCAN FCM DFCM

MSE 0.2413 0.1721 0.0982 0.0981

IQI 0.2843 0.4183 0.5643 0.5631

SSE 147.9054 111.7842 86.4691 69.4386

Figure 3. SPOT 5 images in Chu Prong region, Gia Lai province
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Figure 4. Result of land cover classification from SPOT image in Gia Lai province: a) K-means; b) DBSCAN; c) FCM; d) 
DFCM algorithm

Table 3. Results of land cover classification in region of Dak Lak province

Class K-Means DBSCAN FCM DFCM

1 15.287% 10.530% 7.055% 6.016%

2 13.057% 16.294% 18.443% 19.638%

3 14.773% 14.631% 20.210% 21.423%

4 23.942% 20.831% 15.670% 14.819%

5 18.114% 21.590% 19.656% 18.845%

6 14.827% 16.125% 18.967% 19.259%
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The analytical results obtained show that class 1 (rivers, ponds, lakes) was misclassified into 
class 2 (rocks, bare soil). Table 5 indicates that there was a significant difference in the area of six 
land cover classes when classification using K-means, DBSCAN, FCM and DFCM algorithms. As 
well as the two experiments above, the biggest difference in area of six land cover classes is between 
K-means and DFCM algorithms.

Table 6 shows that the classification accuracy of K-means, DBSCAN, FCM and DFCM algorithms 
by using MSE and IQI indices. The obtained results show that the proposed algorithm has achieved 
the highest accuracy when compared to the other algorithms, such as K-means, DBSCAN and FCM.

In summary, from three test areas, the confusion in the classification is often between water 
and bare soil, especially wet soil, due to the difference in spectral characteristics is not great. The 
confusion is also found when vegetation classes classification, especially between grasses and trees. 
With satellite imagery average resolution, the differences of classification results can be acceptable 
in assessment of land cover on a large area, reducing costs compared to other methods.

Furthermore, the authors prove the robustness of DFCM algorithm by testing on images with 
different sizes (Table 7). The results showed that, the DFCM algorithm is rather stable and always faster 

Table 4. The various validity indices from SPOT image in the experiment 2 region

Index K-Means DBSCAN FCM DFCM

MSE 0.3283 0.1982 0.1098 0.0963

IQI 0.1987 0.5762 0.6731 0.6984

SSE 132.9342 109.7648 79.7632 65.9823

Figure 5. SPOT 5 image in Tan an region, Long an province
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Figure 6. Result of land cover classification from SPOT image in Tan An province: a) K-means; b) DBSCAN; c) FCM; d) DFCM algorithm

Table 5. Results of land cover classification in the experiment 3 region (Tan An area)

Class K-Means DBSCAN FCM DFCM

1 1.082% 2.978% 6.770% 12.457%

2 28.082% 26.186% 22.394% 16.706%

3 24.059% 22.164% 18.372% 16.476%

4 17.897% 17.518% 16.950% 16.570%

5 13.469% 15.365% 19.157% 21.053%

6 15.410% 15.789% 16.358% 16.737%
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than the other three algorithms. Finally, the above experiments show that the DFCM algorithm the 
authors proposed is better than K-means, DBSCAN and FCM algorithms. Moreover, the computational 
time of the DFCM algorithm is also faster than the remaining 3 algorithms.

CONCLUSION

This paper presents a new method for land cover classification by combined pixel density and Fuzzy 
c-means algorithm. The results showed that the proposed algorithm has significantly improved the 
land cover classification accuracy. In all three experiments with other remotely sensed data, we carry 
out 30 times classifications with K-means, DBSCAN and FCM algorithms and then choose the best 
results. Meanwhile, we only perform once with proposed algorithm (DFCM).

In all three classification experiments from remotely sensed data, the MSE and SSE indices when 
using proposed algorithm are always smaller than using K-means, DBSCAN and FCM algorithms. 
Meanwhile, the IQI value when using DFCM algorithm is greater than using the three remaining 
algorithms (case #2 and case #3). For the case #1, the difference between IQI values when using FCM 
and DFCM algorithms is negligible, and much greater than using K-means and DBSCAN algorithms.

The proposed approach can be applied to other types of satellite images, which saves costs and 
time compared to other ways of land cover classification.

Table 6. The various validity indices computed from the SPOT image in the experiment 3 region (Tan An area)

Index K-Means DBSCAN FCM DFCM

MSE 0.5421 0.3761 0.1762 0.1287

IQI 0.3651 0.5198 0.6261 0.7198

SSE 126.8947 99.6823 102.7836 75.8729

Table 7. Comparison of computational time in seconds by various algorithms

STT Size of Image (Pixel)
Computational Time (s)

K-Means DBSCAN FCM DFCM

1 512×512 10.462 24.784 2.561 1.873

2 1024×1024 57.387 108.323 9.104 3.562

3 2048×2048 112.644 192.873 21.082 5.213
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