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Abstract—Phonetic recognition is one of the most challenging
problems in the field of speech analysis. These applications can
be mentioned such as dialect identification [1], mispronunciation
detection [2], spoken document retrieval [3], and so on. There are
different approaches to solve these problems such as improving
the feature selection on input speech [4], applying deep learning
technique [5][6][7] or combining both of them [8]. With the
sequence data as the phonetics, the architecture which is based on
recurrent neural network (RNN) is an appropriate approach [9].
It is even more powerful when combined with the improvement
of features selection on input data. In our approach, we combine
the Mel Frequency Cepstral Coefficients (MFCC) method with
sequence-length to present the acoustic features of speech and use
some RNN models to phonetic classification. Our experiments are
implemented on the Texas Instruments Massachusetts Institute of
Technology (TIMIT) [10] phone recognition dataset. Especially,
our data processing and features selection method give consis-
tently better results than other researches using the same neural
network model. Currently, we have achieved the lowest error test
rate (13.05%) by using Bidirectional LSTM, which is the best
result in TIMIT dataset with the reduction of about 3.5% over
the last best result [5][6].
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I. INTRODUCTION

In the era of information, the communication between
people and computers is increasingly narrowing the gap. There
are a lot of computer science techniques to do that in which
speech processing is one of the most indispensable techniques.
In a general machine learning application, speech recognition
technology is one of the most typical application. In speech
recognition technology, given a sequence of acoustic obser-
vations, this technology decodes the corresponding sequence
of words or phonemes. From that, we can use it for helping
language learners in their pronunciation. The typical neural
network model used for speech recognition system is recurrent
neural network (RNN), an effective model in sequence-to-
sequence problem.

In this paper, we introduce RNN model with some variants,
along with techniques to improve the accuracy for phonetic
classification problem such as sequence length, feature scal-
ing, deep long-short-term memory (deep LSTM), bidirectional
LSTM. With these techniques, the phonetic classification prob-
lem is greatly improved comparing to the original model. In the
proposed method, we show the difference with other methods
through two components: data processing and training models.

We evaluate the effectiveness of our models by using
TIMIT dataset. The original data were converted to Mel
Frequency Cepstral Coefficient (MFCC) features. MFCCs fea-
tures were proved to have better results in speech recognition
problem. In each generated output of sequence, we use the
results of previous and next steps by using bidirectional LSTM.
When the feature scaling for input data is applied, the training
process is not only more faster but also to get better results.
We have achieved 13.5% PER, which is better than that of
results from paper [5][6].

The rest of this paper is organised as follows. The related
work is briefly introduced in section II. Section III introduces
the proposed method and the experiment details. In section IV,
we conclude the paper and present the future work.

II. RELATED WORK

A. TIMIT Speech Corpus

Phoneme recognition experiments are performed on the
Texas Instruments (TI) and Massachusetts Institute of Tech-
nology (MIT) - TIMIT corpus [10]. TIMIT contains 6300
sentences in total, 10 sentences spoken by each of 630 speakers
from 8 major dialect regions of the United States. It was
recorded at 16 kHz rate with 16 bits sample resolution. All
sentences in this corpus were segmented at the phone level
manually. The original corpus included 61 phonemes.

This dataset is commonly used in the speech recognition
community because it is small enough to ensure that experi-
ments are carried out easily, however it is also large enough to
demonstrate the effectiveness of the method being used. The
manual alignment and details of transcription can be found
in the (Zue & Seneff, 1996) [11]. In many researches, some
authors compact the origin phonemes to 48 phonemes [12] or
39 phonemes [13] in the training and testing phase. Figure 1
describes this folding process and the resultant 39 phone set. In
this paper, the experiment is carried out in two phoneme sets
with the number of phonemes of the training and testing set
are 61−61 and 40−40, respectively. For resultant 61 phonemes
to 40 phonemes, we apply the similar method of (Lee & Hon,
1989) [13], however, we do not remove the q phonemes from
the original dataset.

In the original TIMIT, the training set contains 3512
sentences of 462 speakers. The testing set contains 1344
sentences of 168 speakers. In our work, we use 184 sentences
from training set to make the validation set.
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Fig. 1: Mapping from 61 phonemes to 39 phonemes

B. Some works on TIMIT dataset

There are several researches worked on TIMIT dataset for
speech recognizers. The trending of this field was based on the
connectionist temporal classification (CTC) [20]. After that,
CTC method is extended to RNN Transducer [21] for reducing
the phone error rates (PER). Both of them focused on treating
the alignment as a latent random variable over which MAP
(maximum a posteriori) inference.

Application of attention-based models to speech recogni-
tion is proposed by Chorowski et. al. [17] recently. It improved
the PER comparing to [20] and [21] by using the attention
mechanism deterministically aligns the input and the output
sequences. It also proposed attention mechanism using both
non-monotonic and monotonic alignment for a larger variety
of tasks other than speech recognition. However, it may take
a lager cost for training and testing phases.

A hybrid attention model to speech recognition [22] is also
considered by using additional informations in the attention
model such as the content-based, the location-based address-
ing, and so on. However, this model cannot work with long
input sequences. That makes it cannot be applied on the real
applications.

Recently, a method that was proposed the regularization
post layer to improve a DNN generalization ability [6]. They
proved that they can combine with other techniques, then that
can be applied on many applications. Also, they can obtain
better results than DNN and DBN pre-training. However, the
main drawback of that is high computational requirements in
the testing phase.

According to drawbacks of previous works, we focus on
solving the technical issues by selecting the feature and using
bidirectional LSTM to phone recognition task.

C. Features Extraction

Features extraction is an important phase of the machine
learning problems. With the phonetic classification problem,
we try different speech features from extraction methods.
Firstly, the speaker’s speech samples are converted to certain
types of features such as Linear Predictive Cepstral coeffi-
cients (LPCC), Mel-frequency Cepstral Coefficients (MFCC),

Power Spectral Analysis (FFT) or Mel Scale Cepstral analysis
(MEL), etc. These features are used as the input of the clas-
sifier. These allow the system to classify the mispronunciation
by types. In our work, we use 26 MFCC features as input
features.

D. Other techniques in our work

1) Sequence length: In this paper, the input sequence is a
2D array representing each utterance of the sentence, where
each row is a feature vector with 26 MFCC values. Number of
columns is the number of feature vectors of the sentence which
have the longest MFCC features, called "max length". If the
sentence has the number of features less than "max length",
vectors with a value of 0 will be added to fit with "max length".
This allows us to use Tensorflow in training process. Also,
with the use of sequence length, we ignore the dependence
between sentences when we connect the sentences together,
obviously for greater efficiency because sentences completely
independent.

2) Feature Scaling: Feature scaling is a method used to
standardize the range of independent variables or features of
data. In data processing, it is also known as data normaliza-
tion/standardization and is generally performed during the data
preprocessing step. By using feature scaling with input data
before training, we get the better results and faster training.
The technique we use is standardization. Feature vector is
subtracted by the mean value (so standardized values always
have a zero mean), and then is divided by the variance. So
that, the resulting distribution has unit variance. In the others,
standardization is much less affected by outliers.

x′ =
x− x̄

σ
, (1)

where x is the original feature vector, x̄ is the mean of that
feature vector, and σ is its standard deviation.

III. THE PROPOSED METHOD

The workflow of our methods have been shown in Fig-
ure 2. Number of phonemes are 40 phonemes or 61 phonemes.

Initially, we convert the raw audio signals to MFCC
features with 26 MFCC features per 20ms. Then, we use
the standardization technique to standardize MFCC feature
vectors. We add the context MFCC features for each feature
in standardized vectors. By doing so, we can improve the
accuracy of our works. Then, we put them into bidirectional
recurrent neural networks with the long short-term memory
(LSTM) networks.

Fig. 2: Phonetic classification workflow.
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After each layer, we use dropout for one. A fully connected
layer is added after bidirectional recurrent neural networks.
Finally, we add the output layer to get phonemes. The loss
function we used here is cross-entropy, which was a convex
function. This will help us more easily improve the perfor-
mance of works.

IV. EXPERIMENTS

A. Experimental environments

We train models by a computer in our research center,
the detail of this configuration includes a CPU Intel Core I5-
7500 3.40GHz x 4, a GPU GeForce GTX 1080 Ti, hard disk
Samsung SSD 512 GB. The average training time is about 24
hours / 100 epochs for the RNN algorithm and about 2 days for
the BRNN algorithm. The training time for the 61 phonemes
dataset is a little bit longer than the dataset of 61 phonemes
(about 1 hour / 100 epochs).

B. Model Hyperparameters

All the RNN models are implemented in Tensorflow - a
open-source framework for training machine learning models.
With LSTM and bidirectional LSTM network, we use the batch
size of 32, number of LSTM layers is 3 with 256 units each
layer. In both models above, we use Adam Optimizer [14] for
optimization with learning rate is 0.001. The max length of a
feature sequence is 776 for feature encoding.

C. Implementation

In our experiments, we do not use traditional methods that
are often used in classification problems such as SVM, KNN,
Naive Bayes. We conduct our experiments with artificial neural
network models including LSTM model and Bidirectional
LSTM model. By combining two models above with the
two dataset splits described in Section II, we conduct four
experiments to compare the other algorithms in the most
objective way.

Firstly, we experimented with the original TIMIT data set
(61 phonemes) and the LSTM model. We run this algorithm
with 100 epochs (about 20 hours). Our results in the train
and validation set are shown in Figure 3. Secondly, we try
the Bidirectional LSTM for the same datasets. It achieves the
better accuracy than first method. In this experiment, due to
the limited hardware, we only train the model within 100 first
epochs. The results are shown in Figure 4. We archive the
best result of the error in test set is 0.162 at epoch 98 and
in the validation set is 0.143 at the same epoch. Thirdly, we
try the LSTM network with similar architecture as above with
the dataset of 40 phonemes. The results are shown in Figure
5. And the last one, we try the bidirectional LSTM network
with the dataset of 40 phonemes. And the last one, we try the
bidirectional LSTM network with the dataset of 40 phonemes.
The best result of the error in test set is 0.185 at epoch 98 and
in the validation set is 0.147 at the same epoch.

D. Comparison with other methods

In Table I, we show the summary of our results together
with a couple state-of-the-art recently published results. Com-
paring with the best result trained on TIMIT from the paper

Fig. 3: Training results with LSTM - 61 phonemes

Fig. 4: Training result with bidirectional LSTM - 61 phonemes

[5] used hierarchical maxout CNN and dropout, our result is
obviously improved. Our phone error rates (PER) is lower than
that of all previous researches.

V. CONCLUSION AND FUTURE WORKS

We have used the combination of deep bidirectional LSTM
with end-to-end training which gives state-of-the-art results in
phoneme recognition on the TIMIT database. Our plan is to
extend the system for larger vocabulary speech recognition.
Another plan would be use some another techniques in deep
learning such as convolutional neural networks (CNNs), gated
recurrent unit in RNNs to improve the accuracy.
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Fig. 5: Training results with LSTM - 40 phonemes

Fig. 6: Training results with bidirectional LSTM - 40 phonemes
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