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Figure 1: Using imputation for classification with incomplete data.
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1. Introduction

2. Related Work

2.1. Imputation

2.1.1. kNN-based Imputation

2.1.2. Multiple Imputation by Chained Equations5

2.2. Imputation for Classification with Incomplete Data

Figure. 1 shows main steps of using imputation for classification with in-

complete data.

2.3. Clustering

2.4. Feature selection10

2.5. Differential Evolution

2.6. DE for feature selection

3. The Proposed Method

Three combinations of imputation, feature selection and clustering are pro-

posed to improve classification with incomplete data. The first combination is15

between imputation and feature selection. The second combination is between

imputation and clustering. The third combination is between imputation, fea-

ture selection and clustering. Each of the three combinations includes a training

process and an application process. The training process uses a training data

to build a classifier which is used to classify a new instance in the application20

process.
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Figure 2: Combining imputation and clustering for classification with incomplete data.

3.1. The combination of Imputation and Clustering

The key idea of the combination of imputation and clustering for classifica-

tion with incomplete data is to use clustering to reduce the number of instances

in the training imputed data. After that, in the application process, incomplete25

instances are estimated missing values based on a smaller training data. Con-

sequently, the computation time to estimate missing values in the application

process could be reduced.

Figure. 2 shows main steps of the combination of imputation and clustering

for classification with incomplete data. In the training process, an imputation30

method is used to estimate missing values in the incomplete training data. Sub-

sequently, on the one hand, the imputed training data is used by an classification

algorithm to build a classifier. One the other hand, the training imputed data is

put into a clustering algorithm to construct a training clustered data which will

be used to estimate missing values in the application process. In the application35

process, when a new instance need to be classified, if it is complete, it will be

directly classified by the classifier. Otherwise, it will be combined with the clus-

tered training data, and then put into an the imputation method to estimate

missing values. Afterwards, the imputed instance is classified by the classifier.

3.2. The combination of Imputation and Feature Selection40

The key idea of the combination of imputation and feature selection for clas-

sification with incomplete data is to use feature selection to remove redundant
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Figure 3: Combining imputation and feature selection for classification with incomplete data.

features in the training imputed data. As a result, feature selection can improve

the quality of training data which helps to construct better classifiers. More-

over, by removing redundant features, feature selection can not only generate45

smaller training data but also reduce the number of incomplete instances in the

testing data. Consequently, the computation time for estimating missing values

in the testing process could be reduced.

Figure. 3 shows main steps of the combination of imputation and feature

selection for classification with incomplete data. In the training process, first an50

imputation method is used to estimate missing values in the training incomplete

data. After that, a feature selection method is used to remove redundant fea-

tures in the training imputed data. The training selected data is then put into

a classification algorithm to build a classifier. In the application process, when

a new instance need to be classified, first redundant values in the instance are55

removed by only keeping values in selected features. Thereafter, if the selected

instance is complete, it is directly classified by the classifier. Otherwise, missing

values in the instance are estimated by using the imputation method and the

training selected data. Subsequently, the imputed instance is classified by the

classifier.60

3.3. The combination of Imputation, Feature Selection and Clustering

The key idea of the combination of imputation, feature selection and clus-

tering for classification with incomplete data is that using both feature selection
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Figure 4: Combining imputation, feature selection and clustering for classification with in-

complete data.

and clustering not only can remove redundant features, but also can reduce the

number of instances in the imputed training data. As a result, by removing65

redundant features, feature selection can improve classification accuracy, and

reduce the computation time to estimate missing values in the application pro-

cess, simultaneously. In addition, by reducing the number of instances in the

imputed data, clustering can further reduce the computation time to estimate

missing values in the application process.70

Figure. 4 shows main steps of the combination of imputation, feature se-

lection and clustering for classification with incomplete data. In the training

process, firstly, the training incomplete data is put into an imputation method

to estimate missing values. After that, the training imputed data is put into a

feature selection method to remove redundant features. Following that, one the75

one hand, the training selected data is used by a classification to build a classi-

fier. On the other hand, the training selected data is used by a clustering method

to generate a smaller training data which is then used to estimate missing values

in the application process. In the application process, when a new instance need

to be classified, firstly, redundant values of the instance are eliminated by only80

keeping values in the selected features. Subsequently, if the selected instance is

complete, it will be directly classified by the classifier. Otherwise, it is combined

with the clustered data, and then is used by the imputation method to estimate

missing values. Finally, the imputed instance is classified by the classifier.
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4. Experiment Design85

This section presents the comparison method, datasets used in experiments

and parameter settings.

4.1. The Comparison Method

Experiments were designed to evaluate the effectiveness of the proposed

methods. To evaluate the combination of imputation and clustering shown90

in Fig.2, it is compared with the method only using imputation shown in Fig.1.

To evaluate the combination of imputation and clustering shown in Fig.3, it is

compared with the method only using imputation shown in Fig.1. To evalu-

ate the combination of imputation, feature selection and clustering as shown in

Fig.4, it is compared with the method only using imputation shown in Fig.1, the95

combination of imputation and clustering shown in Fig.2, and the combination

of imputation and feature selection shown in Fig.3.

4.2. Datasets

The proposed methods are tested in ten incomplete datasets. The datasets

are chosen from the the UCI Machine Learning Repository [3]. The Table 1100

shows the main characteristics of the chosen datasets including the number of

instances, the number of features (R/I/N: Real/Integer/Nominal), the number

of classes, and the percentage of incomplete instances.

The datasets are carefully chosen to include a different collection of prob-

lem domains. The datasets have varying percentages of incomplete instances105

(incomplete instances range between 5% and 100% of total instances). The

datasets also range from large number of instances (Mar has 8993 instances) to

small number of instances (Hep only has 155 instances). The datasets also range

between high and low dimensionality (Arr has 279 features while Mam only has

4 features). The datasets also have varying types of features including real,110

integer and nominal. It is to be hoped that the datasets can reflect incomplete

problems of varying difficulty, size, dimensionality and feature types.
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Table 1: Datasets used in the experiments

Name #Inst
#Features

(R/I/N)
#Classes

Incomplete

inst(%)
Abbrev

Arrhythmia 452 279(206/0/73) 16 85.11 Arr

Automobile 205 25(15/0/10) 6 26.83 Aut

Credit Approval 690 15(3/3/9) 2 5.36 Cre

Heart Disease 303 13(0/0/13) 5 100 Hea

Hepatitis 155 19(2/17/0) 2 48.39 Hep

Horse-colic 368 23(7/1/15) 2 98.1 Hor

Housevotes 435 16(0/0/16) 2 46.67 Hou

Mammographic 961 5(0/5/0) 2 13.63 Mam

Marketing 8993 13(0/13/0) 9 23.54 Mar

Ozone 2536 73(73/0/0) 2 27.12 Ozo

None of the datasets is divided into a training set and a test set. Moreover,

the number of instances in some datasets are relatively small. Therefore, ten-

fold cross-validation method is used to divide the datasets into training and115

test datasets. Furthermore, ten-fold cross-validation process is stochastic, so

it should be performed multiple times. In the experiments, for each dataset ,

ten-fold cross-validation is performed 30 times. As a result, 300 pairs of training

and test datasets are generated from one dataset.

4.3. Parameter Settings120

4.3.1. Imputation Methods

The experiments use two imputation methods: Knn-based imputation and

MICE imputation. These imputation methods are selected to represent two

categories of imputation methods: single imputation and multiple imputation,

respectively. Knn-based imputation with K=1 is used since it is simple, fast125

and non-parametric. Multivariate imputation by chained equations in R [22]

is used for MICE’s implementation. In MICE, random forest [46] is used as a

regression method to estimate missing values. Each incomplete feature is
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(a) Using Knn-based imputation (b) Using Mice imputation

Figure 5: Comparison between the combination of imputation with clustering and only using

imputation.

4.3.2. Clustering

A k-means++ clustering algorithm [? ] is used to cluster data. WEKA130

[47] is used to implement the clustering algorithm. The number of K in the

clustering algorithm is set as a square root of the number of instances.

4.3.3. DE for Feature Selection

The parameters of the DE based algorithms are set as follows. The popu-

lation size is 30 and the maximum number of generations is 50. The mutation135

factor is set as 1. The crossover rate is set as 0.25. The threshold θ is set as 0.6.

4.3.4. Classification algorithms

The experiments use three classification algorithms: C4.5, kNN and Naive-

Bayes. These classification algorithms are selected to represent three categories

of classifiers: rule-based learning, lazy learning and approximate models, re-140

spectively. WEKA [47] is used to implement the classification algorithms.

5. Results and Analysis

5.1. Classification Accuracy

5.1.1. Imputation Combined Clustering

5.1.2. Imputation Combined Feature Selection145
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Table 2: Using Knn-based imputation

Dataset Classifier Knn KnnCl T KnnFs T KnnFsCl T

Arr

J48 64.59±3.13 65.38±1.54 = 66.07±1.61 = 66.16±1.65 =

Knn 58.19±0.83 58.21±0.82 + 60.41±1.06 + 60.47±1.14 +

NB 61.32±1.42 61.26±1.47 = 64.19±1.85 + 64.19±1.77 +

Aut

J48 66.84±3.92 66.91±3.75 + 64.63±3.91 - 64.74±4.33 -

Knn 53.12±3.39 53.07±3.45 + 54.91±3.01 = 54.66±3.01 =

NB 53.65±3.37 53.58±3.21 = 60.05±4.53 + 59.83±4.46 +

Cre

J48 85.09±0.63 85.20±0.60 + 84.84±0.74 = 84.82±0.73 =

Knn 85.90±0.58 86.07±0.53 + 85.58±0.71 = 85.57±0.71 =

NB 77.36±0.43 77.35±0.42 = 87.04±0.47 + 87.03±0.48 +

Hea

J48 78.67±1.50 78.75±1.46 = 79.85±1.33 + 79.89±1.27 +

Knn 79.60±0.95 80.03±1.15 + 78.76±2.06 = 79.04±2.19 =

NB 82.42±0.75 82.31±0.59 = 79.50±1.51 - 79.67±1.33 -

Hep

J48 78.48±2.08 78.78±2.31 = 79.04±2.28 = 79.47±2.18 +

Knn 81.51±1.08 81.72±1.21 = 82.13±2.40 = 82.50±2.34 =

NB 84.02±0.88 84.59±0.84 + 80.89±1.63 - 81.33±1.65 -

Hor

J48 83.74±0.86 83.67±0.96 = 83.81±0.98 = 83.98±0.93 =

Knn 78.82±1.33 78.67±1.17 = 83.08±0.96 + 83.23±1.20 +

NB 75.96±0.65 75.86±0.88 = 82.37±1.04 + 82.48±1.03 +

Hou

J48 96.24±0.62 96.29±0.58 = 96.26±0.66 = 96.33±0.61 =

Knn 93.68±0.39 93.69±0.49 = 94.59±0.70 + 94.47±0.73 +

NB 90.20±0.24 90.14±0.31 = 95.10±0.60 + 95.14±0.63 +

Mam

J48 81.99±0.58 81.91±0.63 = 82.18±0.61 = 82.12±0.59 =

Knn 78.66±0.59 78.62±0.64 = 82.74±0.63 + 82.56±0.69 +

NB 80.63±0.51 80.69±0.40 = 80.72±0.55 = 80.82±0.53 =

Mar

J48 29.90±0.41 29.89±0.48 = 32.60±0.43 + 32.56±0.40 +

Knn 28.24±0.36 28.25±0.37 = 32.10±0.52 + 32.10±0.51 +

NB 30.53±0.32 30.54±0.32 = 32.21±0.30 + 32.17±0.31 +

Ozo

J48 95.74±0.79 95.93±0.37 + 96.39±0.77 + 96.54±0.35 +

Knn 96.69±0.27 96.79±0.15 + 96.63±0.29 = 96.74±0.16 =

NB 70.89±1.42 73.06±1.78 + 97.01±0.13 + 97.03±0.10 +
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Table 3: Using Mice imputation

Dataset Classifier Mice MiceCl T MiceFs T MiceFsCl T

Arr

J48 65.44±1.66 65.44±1.66 = 65.77±2.16 = 65.77±2.16 =

Knn 59.04±0.85 59.07±0.80 = 61.08±1.23 + 61.08±1.24 +

NB 62.13±1.24 62.12±1.21 = 64.66±1.76 + 64.59±1.78 +

Aut

J48 67.89±4.24 67.62±4.41 = 66.04±4.50 = 65.64±4.47 -

Knn 57.51±2.34 57.51±2.35 = 59.14±3.52 + 58.97±3.61 =

NB 56.07±3.59 55.68±3.66 = 60.04±2.73 + 59.80±2.70 +

Cre

J48 85.30±0.58 85.32±0.61 + 85.15±0.66 = 85.15±0.65 =

Knn 85.96±0.56 86.04±0.55 = 85.05±0.76 - 85.04±0.80 -

NB 77.26±0.44 77.25±0.47 = 86.87±0.49 + 86.86±0.50 +

Hea

J48 78.36±1.29 78.99±1.22 + 79.39±1.14 + 79.51±1.24 +

Knn 81.64±1.07 81.16±1.70 = 78.04±1.38 - 77.60±1.62 -

NB 82.79±0.43 82.78±0.42 = 81.44±0.80 - 81.57±0.70 -

Hep

J48 80.01±2.25 79.73±2.05 = 81.68±2.11 + 80.70±2.56 =

Knn 82.27±1.27 82.25±1.35 = 83.62±2.26 + 83.34±2.26 =

NB 84.27±0.82 84.20±0.85 = 82.97±1.84 - 82.73±1.66 -

Hor

J48 84.26±0.78 84.55±0.41 = 84.02±0.97 = 83.99±0.97 =

Knn 78.95±1.17 78.31±1.27 - 83.58±1.12 + 83.68±1.24 +

NB 77.51±0.75 76.39±0.82 - 81.35±1.29 + 80.97±1.55 +

Hou

J48 96.15±0.54 96.15±0.60 = 96.22±0.57 = 96.22±0.56 =

Knn 93.84±0.31 93.85±0.36 + 94.51±0.54 + 94.49±0.54 +

NB 91.11±0.20 91.11±0.23 = 95.72±0.43 + 95.72±0.43 +

Mam

J48 82.24±0.65 82.15±0.57 = 82.86±0.50 + 82.80±0.55 +

Knn 78.52±0.67 78.55±0.62 = 83.03±0.46 + 82.93±0.44 +

NB 80.73±0.37 80.64±0.42 = 80.47±0.76 = 80.33±0.80 -

Mar

J48 30.01±0.45 29.98±0.44 = 32.60±0.45 + 32.59±0.42 +

Knn 28.20±0.30 28.23±0.32 = 31.95±0.33 + 31.95±0.34 +

NB 30.56±0.31 30.58±0.30 = 32.42±0.29 + 32.44±0.30 +

Ozo

J48 95.89±0.41 95.88±0.42 = 96.12±0.42 = 96.12±0.42 =

Knn 96.77±0.16 96.79±0.17 = 96.79±0.12 = 96.78±0.13 =

NB 71.46±0.44 72.27±0.50 + 96.18±1.16 + 96.16±1.18 +
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(a) Using Knn-based imputation (b) Using Mice imputation

Figure 6: Comparison between the combination of imputation with clustering and only using

imputation.

(a) Using Knn-based imputation (b) Using Mice imputation

Figure 7: Comparison between the combination of imputation with clustering and only using

imputation.

5.1.3. Imputation Combined Feature Selection and Clustering

5.2. Computation Time

5.2.1. Knn-based Imputation

5.2.2. Mice Imputation

6. Conclusion150
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