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#### Abstract

In this paper, we present a new approximation method for non-linear activation functions including tanh and sigmoid functions using stochastic computing (SC) logic based on the piecewise-linear approximation (PWL) for the full variable range of $[-1,1]$. SC implementations with PWL approximation expansions for non-linear functions are based on a 90 nm CMOS process. The implementation results shown that the proposed SC circuits can provide better performance compared with the previous methods such as the well-known Maclaurin expansions based, Bernstein polynomial based and finite-state-machine (FSM) based implementations. The implementation results are also presented and discussed.


## I. Introduction

Stochastic computing (SC) has attracted many researchers due to its low cost implementation of arithmetic units [1]-[2]. Many applications have employed SC such as artificial neural networks [3], image processing [4], decoding [5] and arithmetic functions computing [6]. Especially, in Deep Neural Networks (DNNs), non-linear activation functions, such as hyperbolic tangent (tanh) and sigmoid, are essential components. In [6], the complex arithmetic functions were implemented in SC by using Horner's rule for Maclaurin expansions. Moreover, piecewise linear (PWL) approximation has been used as an efficient method to approximate the complex arithmetic functions [7]. However, more arithmetic functions with further optimization and more improvements are expected for emerging applications and systems.
Moreover, there has been the remarkable success and growth of high-speed communication systems. By taking the benefits of CMOS technology scaling and advanced digital circuits design techniques, the Analog-to-Digital Converter (ADC) is positioned within the front-end chain closer to antenna, as shifting of the analog blocks (filter, mixer and amplifier) to the digital domain to increase the configurability and flexibility of the receivers and known as Digital Directsampling (DDS) receivers or RF direct receivers. These DDS receivers have only one analog front-end and most of the signal processing is performed in digital domain and hence provides scalable and programmable digital tuners.
Recently, with the increasing demand for high speed communications, efficient linearization methods for wideband transmitters are highly required. In [8], the authors have presented a one-step solution for transmitter nonlinearity estimation and linearization control in the presence of modulator imperfections for wideband direct-conversion
transmitters with neural networks. By using a two-hiddenlayer feedforward neural network, a high level of transmitter linearity can be achieved. An artificial neural network can also be applied for wideband pre-distortion of efficient pico-cell power amplifiers [9]. A. Baccigalupi et al. [10] has proposed a method based on neural network for error compensation in ADCs. However, in the last decade, shifting to all digital background calibration for high speed TIADCs is attracting many researchers working in the field [11]. Moreover, in [12], authors have proposed the method of using an evolutionarycomputation algorithm for time-interleaved ADC background calibration which can be employed for wideband receivers. With the continuous development of deep neural networks [13], the application of neural network in TIADC for wideband transceivers is becoming feasible. In [14], we have proposed the approach of combining the stochastic logic with PWL approximation for different complex functions. However, the range of operand is limited to from 0 to 1 . In practical systems, the approximation for the full variable range of $[-1,1]$ is required for activation functions in neural networks.

Therefore, the objective of this work is to propose a new method to approximate the complex arithmetic functions by using the stochastic logic combined with PWL approximation in which the coefficients are optimized to reduce MAE (mean absolute error) with the range of operand is from -1 to 1 . The proposed approach could be applied for the neural network based digital assistance in wideband RF transceivers. For example with a 2-channel TIADC as shown in Fig. 1, one ADC (denoted as ADC2) is adjusted by utilizing a deep learning algorithm so that the channel mismatch can be minimized.


Fig.1. An application of the neural network for the TIADC in the receiver part of wideband RF transceivers.

The remainder of this paper is organized as follows. Section II presents the proposed method for arithmetic circuits implementation based on stochastic computing by piecewise linear approximation and the implementation results and discussions. Finally, section III concludes the paper.

## II. PRoposed method

In this work, we extended the approach of combining the stochastic logic with PWL approximation in [14] for the operand range of $[-1,1]$, optimized the building blocks for the SC circuits and validated the proposed method in 90 nm CMOS technology.

## A. PWL Aproximation for SC

The complex arithmetic functions $f(x)$ is approximated by using PWL method, the range of $x \in[\alpha, \beta)$ is divided into $s$ equal segments. In each segment, the function $f(x)$ is approximated by a linear function as the following equation:
$f(x) \approx a_{i} x+b_{i}, \quad \frac{i}{s}(\beta-\alpha) \leq x<\frac{i+1}{s}(\beta-\alpha), i=0 \div s-1$
Furthermore, the value of coefficients $a_{i}$ and $b_{i}$ can be described as (2), in that $B$ represents the number of bits of $a_{i}$ and $b_{i}$.

$$
\begin{equation*}
a_{i}, b_{i}=N \times 2^{B} ; \quad N, B \in \mathbb{Z} \tag{2}
\end{equation*}
$$

The error in the $i$ th segment is:

$$
\begin{equation*}
\varepsilon_{i}(x)=f(x)-\left(a_{i} x+b_{i}\right) \tag{3}
\end{equation*}
$$

in which $\quad \frac{i}{s}(\beta-\alpha) \leq x<\frac{i+1}{s}(\beta-\alpha) ; i=0 \div s-1$.
The optimized values of coefficients $a_{i}$ and $b_{i}$ to minimize the approximation error are obtained by using the Algorithm 1 [14]. All functions are implemented with the range of $x \in[0,1)$, then extended to $[-1,1]$. Table I presents the optimized values for $a_{i}$ and $b_{i}$.

Algorithm 1. Optimization for $a_{i}$ and $b_{i}$ values.

| $1:$ | BEGIN: initialize array of $a$ initialize array of $b$ initialize array of $i$ |
| :---: | :---: |
| 2 : | ```for j=1: length(a) for k=1:length(b) for }t=1:length(x Calculating }\mp@subsup{\varepsilon}{i}{}(x)\mathrm{ using (3) end end end``` |
| 3: | ```for j=1: length(a) for k=1:length(b) Calculating }\mp@subsup{\varepsilon}{imax}{}=\operatorname{max}(\mp@subsup{\varepsilon}{i}{}(x) end end``` |
| 4: | Calculating min $\varepsilon_{\text {imax }}$ |
| $5:$ | END: Return $a_{i}$ and $b_{i}$ values corresponding to $\min \varepsilon_{i m a x}$ |

## B. Linear Feedback Shift Register

The computation error in SC caused by several sources such as random fluctuations in the stochastic number representation, correlations and physical errors. To improve the accuracy of SC, we need to produce uncorrelated and sufficiently random numbers. These numbers can be generated by using linear feedback shift registers (LFSR). In this work, $m$ flip-flop is created with $2^{m}-1$ different states as shown in Fig.2. The accuracy of SC increases if the number of states increases. In this work, we designed 8 -bit registers to make $2^{8}$ distinct states. The LFSR outputs are fed to the AND gate [1] to generate bit streams $\mathrm{W}_{0}-\mathrm{W}_{9}$ with non-overlapping 1 s and weights of $1 / 2,1 / 4,1 / 8,1 / 16,1 / 32,1 / 64,1 / 128,1 / 256,1 / 512$, and $1 / 1024$ respectively.

Table I. The value of coefficients $a_{i}$ and $b_{i}$ of generated by using algorithm 1.

| tanh |  |  | sigmoid |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Segment | $a_{i}$ | $b_{i}$ | Segment | $a_{i}$ | $b_{i}$ |
| 0 | $255 \times 2^{-8}$ | 0 | 0 | $64 \times 2^{-8}$ | $128 \times 2^{-8}$ |
| 1 | $247 \times 2^{-8}$ | $2 \times 2^{-8}$ | 1 | $64 \times 2^{-8}$ | $128 \times 2^{-8}$ |
| 2 | $232 \times{ }^{-8}$ | $5 \times 2^{-8}$ | 2 | $63 \times 2^{-8}$ | $128 \times 2^{-8}$ |
| 3 | $213 \times{ }^{-8}$ | $12 \times 2^{-8}$ | 3 | $63 \times 2^{-8}$ | $128 \times 2^{-8}$ |
| 4 | $189 \times 2^{-8}$ | $24 \times 2^{-8}$ | 4 | $57 \times 2^{-8}$ | $131 \times 2^{-8}$ |
| 5 | $165 \times 2^{-8}$ | $39 \times 2^{-8}$ | 5 | $57 \times 2^{-8}$ | $131 \times 2^{-8}$ |
| 6 | $141 \times 2^{-8}$ | $57 \times 2^{-8}$ | 6 | $52 \times 2^{-8}$ | $135 \times 2^{-8}$ |
| 7 | $117 \times 2^{-8}$ | $78 \times 2^{-8}$ | 7 | $50 \times 2^{-8}$ | $137 \times 2^{-8}$ |
| $\varepsilon_{\text {max }}=0.0012$ |  |  | $\varepsilon_{\text {max }}=7.1 \times 10^{-4}$ |  |  |

Table II. Bit-streams generated by LFSR.

| Signal | Bit-streams |  |  |  |  |  |  |  |  |  | Value |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| L7 | 0 | 0 | 0 | 1 | $\ldots$ | 0 | 1 | $\ldots$ | 0 | 0 | 0 | $512 / 1024$ |
| L6 | 0 | 0 | 0 | 0 | $\ldots$ | 1 | 0 | $\ldots$ | 0 | 0 | 0 | $512 / 1024$ |
| L5 | 0 | 0 | 0 | 0 | $\ldots$ | 1 | 0 | $\ldots$ | 0 | 0 | 0 | $512 / 1024$ |
| L4 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 1 | $\ldots$ | 0 | 0 | 0 | $512 / 1024$ |
| L3 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 0 | 0 | 0 | $512 / 1024$ |
| L2 | 0 | 0 | 0 | 0 | $\ldots$ | 1 | 0 | $\ldots$ | 1 | 0 | 0 | $512 / 1024$ |
| L1 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 1 | $\ldots$ | 0 | 1 | 0 | $512 / 1024$ |
| L0 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 0 | 0 | 1 | $512 / 1024$ |
| W7 | 0 | 0 | 0 | 1 | $\ldots$ | 0 | 1 | $\ldots$ | 0 | 0 | 0 | $128 / 1024$ |
| W6 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 0 | 0 | 0 | $64 / 1024$ |
| W5 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 0 | 0 | 0 | $32 / 1024$ |
| W4 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 0 | 0 | 0 | $16 / 1024$ |
| W3 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 0 | 0 | 0 | $8 / 1024$ |
| W2 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 1 | 0 | 0 | $4 / 1024$ |
| W1 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 0 | 1 | 0 | $2 / 1024$ |
| W0 | 0 | 0 | 0 | 0 | $\ldots$ | 0 | 0 | $\ldots$ | 0 | 0 | 1 | $1 / 1024$ |
| X | 0 | 1 | 0 | 1 | $\ldots$ | 0 | 1 | $\ldots$ | 1 | 1 | 0 | $755 / 1024$ |



Fig.2. Stochastic number generator using LFSR.
This approach can be used to design the stochastic multiplication more accuracy. The Table II shows bit-streams generated by the circuit of Fig. 2 that are discussed in [1] with the initial states of register is 1100000111 .

## C. Hardware implementation for activation functions

This section presents the proposed SC-PWL hardware architectures. Moreover, MAE can be improved by adjusting the value of coefficients $b_{i}$ in a ROM memory (called ROM-B as presented later). As a result, the proposed approximation method reaches a high level of accuracy. In the proposed approach, the complex arithmetic functions are approximated by multiple segments in equal intervals. The traditional multiplier occupied a lot of hardware resources. The stochastic logic for multiplier is implemented by using only AND gates [1]. The hardware complexity, therefore, decreases dramatically and so does the computation delay. The novelty of the proposed method is that arithmetic functions are computed by using stochastic logic combined with the optimized PWL approximation. Firstly, the complex arithmetic functions of $\tanh (x)$ and $\operatorname{sigmoid}(x)$ are approximated with PWL as:

$$
\begin{equation*}
f(x)=-a_{i} x+b_{i}, i=0 \div 7 \tag{4}
\end{equation*}
$$

The hardware implementation of these functions requires multipliers and adders. The multiplier is implemented by the stochastic logic. However, the addition is implemented in the direct binary representation to reduce MAE by adjusting the coefficients $b_{i}$ in the ROM-B as shown in Fig. 3. Two stochastic number generators (SNG) are used [6]. Three MSB of input ( $x$ ) are used to select the value of coefficients in the ROM-A and ROM-B depending on the range of $x$.

The hardware architectures for these activation functions are implemented in a 90 nm CMOS library using Synopsys Design Compiler tool. The length of the random number sequence is 256 with 8 -bit LFSRs. We also implemented the functions with 8-bit LFSR for the Horner's rule for Maclaurin expansions based implementations [6] for the fair comparison.

Table III shows that the implementation results of functions $\ln (1+x), e^{-x}$ and $\tanh (x)$ with the proposed SC-PWL approach outperforms the previous study [6]. Table III shows synthesis results of various arithmetic functions in a 90 nm CMOS library. The proposed approach results in lower hardware complexity than the approach based on Horner's rule for Maclaurin expansions. The critical path delays are also smaller than that in [6].


Fig. 3. The hardware architecture of stochastic implementation of tanh and sigmoid functions using PWL approximation.

Moreover, Table IV shows that the MAE results of the proposed implementations for tanh and sigmoid functions are better than the approaches based on Horner's rule for Maclaurin expansions, Bernstein polynomial and FSM as presented in [6]. However, in our implementations, 8-bit LFSRs are used instead of 10-bit ones [6]. For the accuracy adjustment, the value of coefficients of $b_{i}$ can be adjusted to minimize error in the output [14].

In addition, the power consumption of the proposed circuits is reduced dramatically compared with the Horner's rule for Maclaurin expansions based implementations. For the hardware performance comparison, the same 8 -bit LFSRs are used for the proposed architectures and Maclaurin expansions based implementations [6]. Based on these results, the proposed circuits can be used for low-power applications.

## III. Conclusions

A new stochastic logic based approach for computing activation functions in neural networks, such as DNNs, using optimized PWL approximation and several circuit optimization techniques was presented in this paper. The implementation results have clarified the improvements of the proposed method. The implementation results for tanh and sigmoid functions were presented. However, the proposed method could be extended for other activation functions. Future works will focus on the stochastic logic implementations of the different arithmetic functions for the artificial neural networks using PWL approximation combined with the pipeline technique for high speed applications.

## AcKNOWLEDGMENT

This research is funded by Vietnam National Foundation for Science and Technology Development (NAFOSTED) under grant number 102.02-2016.12.

Table III. The hardware complexity and critical path delay (ns) of stochastic implementations for arithmetic functions using proposed method, Maclaurin expansions method with different order in 90 nm CMOS ASIC library.

| Functions | Proposed |  |  |  | Horner's rule for Maclaurin expansions [6] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Area <br> $\left(\times 10^{3} \mu \mathrm{~m}^{2}\right)$ | Delay <br> $(\mathrm{ns})$ | Power <br> $(\mu \mathrm{W})$ | Order | Area <br> $\left(\times 10^{3} \mu \mathrm{~m}^{2}\right)$ | Delay <br> $(\mathrm{ns})$ | Power <br> $(\mu \mathrm{W})$ |
|  | 3.650 | 1.72 | 81.62 | 7 | 4.933 | 1.74 | 83.51 |
| sigmoid | 3.982 | 1.73 | 104.48 | 5 | 5.350 | 1.74 | 189.17 |

Table IV. MAE results of stochastic implementations for various complex arithmetic functions using the proposed method compared with Maclaurin expansions, Bernstein polynomial and FSM methods.

| Functions |  | Proposed | [6] |  |  | Bernstein polynomial [6] |  |  | FSM [6] |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\tanh$ | Order | - | 3 | 5 | 7 | 3 | 5 | 7 | 8 states |  |  |
|  | MAE | 0.0029 | 0.0178 | 0.0175 | 0.0140 | 0.0182 | 0.0110 | 0.0082 | 0.0351 |  |  |
| sigmoid | Order | - | 5 |  |  |  | - |  |  |  | 8 states |
|  | MAE | 0.0024 | 0.0046 |  |  |  | - |  |  |  | 0.0198 |
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