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Abstract—In data mining, anomaly detection aims to identify
the data samples that do not conform to an expected behavior.
Anomaly detection has successfully been applied to many real
world applications such as fraud detection for credit cards and
intrusion detection in security. However, there are very little
research on using anomaly detection techniques to detect cheating
in online games. In this paper, we present an empirical study of
anomaly detection in online games. Four unsupervised anomaly
detection techniques were used to detect abnormal players. A
method for evaluating the performance these detection techniques
was introduced and analysed. The experiments were conducted on
one artificial dataset and two real online games at VNG company.
The results show the good capability of detection techniques used
in this paper in detecting abnormal players in online games.

I. INTRODUCTION

Online game is one of the most successful businesses on
the Internet nowadays. However, as the online games become
popular, cheating in games also grows rapidly [1]. This results
in some serious impacts to the development of online game in-
dustry. Due to cheating in online games, players might receive
unfair in game sets, experience unexpected advertisements or
even lose money [2]. Thus, detecting and preventing cheating
in online game is of great important to the growth of online
game industry.

To date, there has been a large number of research that
attempted to classify and detect cheating users in online
games [3]. However, most cheat prevention techniques often
attempt to detect if a particular cheating technique is used, and
then prevent that technique. While this rule based methods can
effectively prevent the known cheating techniques, they often
react slowly to fast-changing cheat methods. Only recently,
anomaly detection techniques were used to detect cheating
users in online games [4].

In machine learning, anomaly detection approaches aim of
finding samples in data that do not follow to an expected
behavior [5], [6]. These samples are often referred to as
anomalies or outliers. Recently, unsupervised anomaly detec-
tion techniques have been applied to detecting abnormal users
in online games [4]. The results in [4] showed that anomaly
detection techniques are capable of identifying cheating users
in one popular online game at VNG company. However, there
are several drawbacks in the previous research [4]. First,
the approach for evaluating the accuracy of the detection

techniques is based on using a linear classifier (logistics
regression). Thus, the result may not be reliable if the data is
non-linear separability. Second, the methods tested in [4] are
the non-parametric models that often perform slowly. Third,
the experiments was conducted on a relatively small dataset,
one online game in VNG company.

In this paper, we aim to rectify and extend the research
in [4]. The main contributions of the paper are:

• We introduce the use of non-linear classifiers to
evaluate the performance of unsupervised anomaly
detection techniques. The experimental results show
that these classifiers are better than logistic regression
when using for evaluating the performance of anomaly
detection approaches.

• We apply some parametric models to detecting cheat-
ing users in games. These approaches perform much
faster than non-parametric models in [4] while their
accuracy is also competitive.

• We test all methods on broader datasets including two
online games and one artificial dataset.

The remaining of this paper is organized as follows. In the
next section, we brief review some related work to cheating
detection in online games. Four anomaly detection techniques
examined in this paper are presented in Section III. Section III
also analyses the method for evaluation the performance of
unsupervised anomaly detection techniques. Section IV de-
scribes the experimental setup. The results of the experiments
are presented in Section V. Section VI concludes the paper
and highlights some future work.

II. RELATED WORK

Cheating in online games is defined as the set of activities
that modify the game experience to give one player an ad-
vantage over another player(s) [7]. This is a major problem
for the game companies since it deteriorates the experience
of the normal gamers and decreases their incomes [8]. Thus,
detecting and stopping cheating users is critical to the develop-
ment of the game companies. Recently, game developers and
researchers have developed various approaches that attempt
to detect and prevent cheating [9]. To date, game cheating
detection techniques can be classified into three groups.

The first detection group is based on game rules. These
methods attempt to define a set of legal game rules and978-1-4799-7492-4/15/$31.00 c©2016 IEEE
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consider all user’s behavior that violates the predefined rules
as cheating users [10]. There are also methods that used black-
list to detect cheating users [11]. First, they attempt to identify
as many known cheating techniques as possible. After that,
a matching technique is used to determine if those known
cheating techniques appear in a particular game. Although, the
rule based cheating detection can effectively detect the known
cheating players, they often react slowly to fast-changing cheat
techniques in the online game nowadays.

The second detection group is based on analysing the
statistical features of game players. These methods record
some important statistics of game players and report any
unusual characteristic as anomalies. For instances, Chapel et
al. [7] was based on probability theory and the law of large
numbers to determine cheating. They assumed that each player
can be assigned a score which determines the probability
of the outcomes of their games, and identify cheating by
observing the difference from resulting scores and expected
scores. Another detection technique was proposed by Laurens
et al. [12], which statistically analysed server-side behaviour
of players for indications of cheating. The great advantage
of statistical approaches is that they are non-intrusive to the
player’s privacy and can implement on all end-user system
configurations. However, the statistical approaches typically
reply on the assumption about the distribution of player’s
features. If this assumption does not hold, the performance
of statistical methods may be suffered.

The third group is based on the application of anomaly
detection techniques. These methods are the extension of
statistical methods that apply a broader of machine learning
approaches to detecting cheating players. Although, anomaly
detection has been extensively applied to a wide range of
problems, there is very little research of applying anomaly
detection to detecting cheating in online games. To the best of
our knowledge, our research in [4] was the first attempt in this
research strand. The benefit of anomaly detection techniques is
that they are not based on the assumption about the distribution
of game data. Moreover, anomaly detection allows to identify
other unusual behaviors (such as user’s errors) along with
cheating users. In this paper, we will extend the research in [4]
by testing some novel techniques for detecting cheating users
in online games. The tested techniques will be detailed in the
following section.

III. METHODS

This section presents four anomaly detection techniques
used in this paper. After that, the approach for evaluating the
accuracy of detection techniques is analysed.

A. Anomaly Detection Techniques

Since the online game data is unlabeled, we used four
unsupervised anomaly detection techniques in this paper. Four
tested techniques are: Local Outlier Factor, Kernel Density
Estimation, K-Mean and Gaussian Mixture Model.

Local Outlier Factor (LOF): (LOF) is often considered
as the baseline technique in anomaly detection [13]. The idea
of LOF is to calculate the density of a sample locally instead
of globally. This local density is then considered as the degree

Algorithm 1 Process of LOF algorithm

1. Calculate the k−distance of object p (k−distance(p))
as distance between p and its kth nearest neighbour.
2. Find the set of k-nearest neighbours of p

Nk(p) = q ⊆ D \ p | d(p, q) � k − distance(q)

3. For each object o ⊆ D, calculate the reachability distance

rdk(p, o) = max{k − distance(o), d(p, o)}
4. Compute the local reachability density of p

lk(p) =

(∑
o⊆Nk(p)

rdk(p, o)

| Nk(p) |

)−1

5. Calculate the local outlier factor (LOF) value

LOFk(p) =

∑
o⊆Nk(p)

lk(o)
lk(p)

| Nk(p) |
6. Sort objects p in decreasing order of the LOF value.

to which an object is abnormal. The detail of LOF algorithm
is presented in Algorithm 1.

In Algorithm 1, LOF value of object p is computed as
the average ratio of local reach density lk(p) and k-nearest
neighbors. The ratio between lk(p) of p to those of p’s k-
nearest neighborsis lower meaning that the point p is far away
from its nearest cluster and the higher the LOF value of p
is. Therefore, the LOF value represents the degree of object
being an outlier.

Kernel Density Estimation (KDE): KDE is a non-
parametric method to estimate the density of data samples in a
dataset [14]. A sample with low density indicates its rarity in
the dataset and can be abnormal. The density of data sample
x is calculated by the following equation:

KDEh(x) =
1

n

∑
p

Kh(x− p) (1)

Choosing a suitable kernel Kh(x) is important for the
performance of KDE. In this paper, we selected Gaussian
kernel to detect abnormal users in online games.

Kgaussian,h(u) =
1

(2π)
d
2 hd

e−
u2

2h2 (2)

where h is the bandwidth of kernel; d is the dimension of data.

K-Means: K-Means is the most popular techniques used
for clustering data. K-means clustering aims to partition N
data samples into K clusters in which each sample belongs to
the cluster with the nearest distance [15]. The algorithm starts
by defining K centers and associate each point to its nearest
center. After that, the K new centroids are re-calculated as the
mean of the samples belong to their cluster. This process is
repeated until there is no more changes in the centers. In other
words, K-means aims at minimizing the objective function
know as squared error function:

2016 3rd National Foundation for Science and Technology Development Conference on Information and Computer Science

172



J =
K∑
i=1

Ci∑
j=1

(||xj − vj ||)2 (3)

where Ci is the number of data points in ith cluster and K is
the number of cluster centers.

Detecting anomaly data samples using K-means clustering
replies on the assumption that normal data instances belong to
large clusters, while anomalies belong to small clusters. The
technique divides the dataset into a number of clusters and
reports any data instance that belongs to the small size clusters
as anomalous [16].

Gaussian Mixture Model (GMM): A GMM is a proba-
bilistic model that assumes all the data points are generated
from a mixture of a finite number of Gaussian distributions
with unknown parameters [17]. A Gaussian mixture model
is presented by a weighted sum of M component Gaussian
densities as follows.

p(x|λ) =
M∑
1

(wig(x|μi,Σi)) (4)

where x is a D-dimensional data vector, wi is the mixture
weights, and g(x|μi,Σi) is the component Gaussian density.
Each component density is a D-variate Gaussian function of
the form,

g(x|μi,Σi) =
1

(2π)D/2|Σ|1/2 e
− 1

2 (x−μi)
TΣ−1

i (x−μi) (5)

with mean vector μi and covariance matrix Σi. The param-
eters of GMM (λ = {wi, μi,Σi}) include the mean vectors,
covariance matrices and mixture weights from all component
densities. A GMM model is often trained using Maximum
Likelihood Estimates (MLE). The distance of a data instance
to the estimated mean is then considered as the anomaly score
for that instance [18].

B. Evaluation of Anomaly Detection

The evaluation of unsupervised anomaly detection has been
a challenging task in the research community [19]. So far, the
performance of unsupervised anomaly detection techniques has
often been evaluated by using labeled data sets. In other words,
the labels are not used by the algorithms during the training
process, but only for evaluating their results [20]. This method
is often referred to as external evaluation approach.

The shortcoming of the external methods is that they are
not applicable to real world problems where the labeled data
is not available. In our previous research [4] we introduced the
application of classification algorithms to separate the abnor-
mal users found by detection techniques from the normal users
and consider the performance of classification algorithms as
the indicator for the accuracy of anomaly detection techniques.
This method was also introduced and examined by Marques
et al. [21]. The method is based on the observation that
abnormal samples are often distant from normal samples and

can therefore be more easily separated from other observations.
Thus, let S be the set of abnormal samples detected by a
technique A, then the performance of A can be quantified by
measuring how easy or difficult it is to separate each object in
S from other objects in the dataset.

The drawback of the approach in [4] is that it used a linear
classification algorithm (logistics regression) for evaluating
the performance of the detection approaches. Subsequently,
the comparison between various detection techniques may not
be reliable if the dataset is non-linear separability. In this
paper, we rectify the method in [4] by testing some non-
linear classification algorithms for evaluating the performance
of anomaly detection approaches. F-score was used to measure
the performance of classification algorithms and this value
is then considered as the indicator for the performance of
anomaly detection methods. The greater value of F-score
presents that the classification algorithms can performs well
therefore the abnormal samples found by detection algorithms
are well separated from the normal samples.

IV. EXPERIMENTAL SETTINGS

We divided our experiments into two sets. The first set aims
to compare and select relevant classification algorithms for
measuring the performance of anomaly detection. To this end,
we created an artificial dataset where normal and abnormal
samples have been labeled. Four classification algorithms
tested on the artificial dataset are Logistics Regression (LR),
Support Vector Machine (SVM), K-Nearest Neighbor (KNN)
and Random Forest (RF). Among these algorithms, LR is a
linear classifier that has been used in the previous research [4].
Three other algorithms are non-linear classifiers. The imple-
mentation of the all algorithms in scikit learn software packet is
used. The parameters setting for these algorithms is the default
settings in scikit learn software. The details description of these
algorithms and their parameters settings can be found in [22].

The second set is to evaluate the performance of various
anomaly detection techniques in online games. To this end, we
tested four anomaly detection techniques on two online games.
Four tested anomaly detection approaches are those presented
in Section III and two online games are JX2 and Chan at VNG
company. They are among the most popular games at VNG
company with more than one million registered users. For JX2,
we used the same feature set and datasets as in [4]. For Chan
game, we extracted four features from each player’s record.
These features are the number played games, the number of
won games, the amount of money gained and lost. We also
collected data from seven successive days in Chan game. The
number of active players collected in a day is nearly 20000
with JX2 and about 2000 with Chan game.

The parameters setting for anomaly detection techniques
is as follows. For LOF, the number of nearest neighbors
used to calculate the LOF factor is set at 10. For KDE,
the bandwidth of the kernel is set at 1. For K-means, we
selected 15 clusters in JX2 and 6 clusters in Chan game. For
GMM, we varied the number of Gaussian components from
2 to 6 and used Bayesian information criterion (BIC) [23] to
select the best model. All parameters were calibrated from the
early experiments for the good performance of each detection
approach.
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The number of abnormal users detected by three ranking
methods (LOF, KDE and GMM) is set at one percent of
the size of dataset. For K-means, since it is not based on
ranking users, a criteria must be defined to decide if an user
is anomalous. In this paper, a simple criteria in which if an
user belongs to a cluster that has too few users (less than a
threshold t) than this user is reported as abnormal user. In JX2
game we set t = 80 while in Chan game we set t = 30. These
values of t guarantee that the number of abnormal players
found by K-means is approximately equal to those found by
ranking methods.

V. RESULTS AND DISCUSSION

This section presents the result of the experiments in our
paper. First, four classification techniques were verified to see
whether they are reliable for evaluating the performance of
unsupervised detection algorithms. After that, the effectiveness
of the anomaly detection approaches is analysed.

A. Verifying Evaluation Techniques

Four classification algorithms were tested on the artificial
dataset. This dataset was created so that it contains a small
number of abnormal samples. The artificial dataset is visual-
ized in Figure 1 in which two big clusters are normal sample
while the samples outside these clusters are abnormal. The
results of four classification algorithms on this dataset is also
presented in Figure 1 where the red points are the samples
that are classified as abnormal samples by the classification
algorithms 1.

It can be seen from Figure 1 that LR performs unsatis-
factorily on this dataset. A large number of normal samples
are misclassified and become abnormal samples while nearly
half of abnormal samples are not detected by LR. This is not
surprising since LR is a linear classifier and can not separate
the non-linear separability dataset in this figure.

In contrast to LR, three other classification algorithms
perform much better. These algorithms correctly detect most
abnormal samples while they do not generate any false alarm.
Comparing between SVM, KNN and RF, the figure shows that
KNN and RF are better than SVM. While SVM can detect
most abnormal samples, it could not do so if the abnormal
samples line in the area between two normal clusters. For KNN
and RF, they can correctly detect all abnormal samples except
one with each algorithm. Overall, the result in this section
shows that the classification algorithms used for evaluating the
performance of anomaly detection approaches should carefully
be selected. Moreover, selecting a linear classifier like LR
in [4] may lead to misleading results. Thus, in the follow-
ing subsection, we only used three non-linear classifiers for
evaluating the performance of the anomaly detection methods.

1We also tested these four classification algorithms on eight
other datasets and their results (can be found in the site:
https://bitbucket.org/qtfitmta/gameanomalydetection/downloads) are consistent
with the result presented in this subsection.

Fig. 1. Performance of four classification algorithms on the artificial dataset.

B. Performance of Anomaly Detection Techniques

The performance of anomaly detection techniques were
evaluated using three metrics. The first metric is their accuracy
of detecting abnormal users measured by F-score of classifi-
cation algorithms applied to their output. The second metric is
the number of abnormal users detected by each approach and
the third metric is the computational time of the algorithms.
The accuracy of four anomaly detection methods on JX2 and
Chan game measured by F-score of SVM, KNN and RF is
presented in Table I and Table II respectively. In these figures,
the best results among four detection algorithms are printed
bold faced 2.

It can be seen from these tables that all anomaly detection
methods excepts LOF perform convincingly on these games.
The smaller value of F-score for LOF on all configurations
presents that the performance of LOF is worse than other
detection approaches. The reason could be that the assumption
of LOF about the local density of data is not satisfied.
Comparing between KDE, K-means and GMM, the tables
show that the performance of K-means and GMM is slightly
better than the performance of KDE. In most experiments, the
best result was often achieved by either K-means or GMM.
Only in some cases, KDE obtained the best performance.
However, The difference between the performance of K-means
and GMM compared to KDE is only marginal.

Comparing between three evaluation techniques (SVM,
KNN and RF), Table I and Table II show that they are
most consistent regarding to the performance of the detection
techniques. In other words, whether SVN, KNN or RF was
used to evaluate, LOF is always the worst algorithm while
K-means and GMM are roughly equal and they are slightly
better than KDE. However, these tables also present that RF
performs very well on all datasets. Subsequently, the different
between F-score of four detection techniques becomes smaller

2Eval is shorted for evaluation algorithms in these tables.
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TABLE I. F-SCORE OF FOUR DETECTION METHODS ON JX2. THE

BEST RESULTS ARE PRINTED BOLD FACED.

Eval Methods Day1 Day2 Day3 Day4 Day5 Day6 Day7

LOF 0.025 0.086 0.032 0.033 0.032 0.038 0.032
SVM KDE 0.853 0.563 0.670 0.764 0.597 0.601 0.901

K-Mean 0.824 0.544 0.629 0.814 0.619 0.589 0.789
GMM 0.858 0.570 0.674 0.758 0.610 0.595 0.898

LOF 0.590 0.630 0.555 0.571 0.434 0.447 0.567
KNN KDE 0.971 0.971 0.966 0.953 0.972 0.975 0.975

K-Mean 0.978 0.983 0.972 0.984 0.976 0.989 0.989
GMM 0.971 0.980 0.966 0.965 0.975 0.986 0.975

LOF 0.974 0.974 0.972 0.959 0.964 0.973 0.974
RF KDE 0.998 0.997 0.995 0.997 0.998 0.998 0.998

K-Mean 0.998 0.998 0.996 0.999 0.998 0.998 0.999
GMM 0.999 0.999 0.995 0.996 0.999 0.999 0.998

TABLE II. F-SCORE OF FOUR DETECTION METHODS ON CHAN GAME.
THE BEST RESULTS ARE PRINTED BOLD FACED.

Eval Methods Day1 Day2 Day3 Day4 Day5 Day6 Day7

LOF 0.022 0.021 0.021 0.022 0.022 0.022 0.022
SVM KDE 0.466 0.500 0.545 0.522 0.528 0.484 0.655

K-Mean 0.440 0.533 0.818 0.620 0.561 0.557 0.692
GMM 0.429 0.370 0.561 0.557 0.442 0.538 0.693

LOF 0.522 0.733 0.625 0.606 0.571 0.545 0.690
KNN KDE 0.970 0.973 0.875 0.944 0.813 0.929 1.000

K-Mean 0.955 1.000 0.992 0.996 0.853 0.997 1.000
GMM 0.989 1.000 0.997 0.999 0.995 0.993 1.000

LOF 0.978 0.991 0.986 0.963 0.986 0.967 0.988
RF KDE 0.993 0.996 0.991 0.995 0.995 0.993 0.998

K-Mean 0.989 1.000 0.997 0.999 0.995 0.993 1.000
GMM 0.992 0.984 0.993 0.991 0.996 0.995 1.000

TABLE III. NUMBER OF ABNORMAL USERS DETECTED IN JX2.

Method Day1 Day2 Day3 Day4 Day5 Day6 Day7

LOF 161 180 180 177 186 184 184
KDE 161 180 180 177 186 184 184
GMM 161 180 180 177 186 184 184
KMean 92 183 183 168 211 168 129
Ensemble1 92 131 97 131 148 139 126
Ensemble2 2 13 5 5 4 4 3

TABLE IV. NUMBER OF ABNORMAL USERS DETECTED CHAN GAME.

Method Day1 Day2 Day3 Day4 Day5 Day6 Day7

LOF 17 18 18 18 19 15 19
KDE 17 18 18 18 19 15 19
GMM 17 18 18 18 19 15 19
KMean 14 8 12 16 11 17 18
Ensemble1 7 8 10 9 10 7 18
Ensemble2 0 0 0 0 0 0 0

if evaluated by using RF. Conversely, SVM seems not good
enough to separate the abnormal users from normal users and
the F-score of SVM is often smaller. Only KNN seems to be
the most relevant algorithms for evaluating the performance of
detection techniques among three tested classifiers.

The number of abnormal users found by each detection
method on two games is presented in Table III and Table IV.
In these tables we also report the number of abnormal users
detected by two ensemble approaches. The first ensemble
(Ensemble1) reports abnormal users if these users are detected
by three methods KDE, K-means and GMM. The second
ensemble method (Ensemble2) reports abnormal users if these
users are considered as anomalous by three methods, LOF,
K-means and GMM.

It can be seen from Table III and Table IV that the number
of abnormal players detected by K-means is approximately
equal to the number of abnormal users found by three ranking

TABLE V. RUNNING TIME OF FOUR DETECTION METHODS ON JX2
(MEASURED IN SECONDS).

Method Day1 Day2 Day3 Day4 Day5 Day6 Day7

LOF 12.06 15.89 15.92 15.04 16.82 18.40 16.38
KDE 87.65 107.40 109.16 103.99 121.06 129.21 114.76
K-Mean 2.71 2.39 2.54 2.78 2.71 2.35 2.62
GMM 1.12 2.08 1.87 1.17 2.13 1.83 1.49

TABLE VI. RUNNING TIME OF FOUR DETECTION METHODS ON CHAN

GAME (MEASURED IN SECONDS).

Method Day1 Day2 Day3 Day4 Day5 Day6 Day7

LOF 0.56 0.59 0.60 0.54 0.62 0.56 0.72
KDE 1.16 1.22 1.21 1.22 1.24 0.85 1.26
K-Mean 0.15 0.14 0.12 0.14 0.14 0.11 0.13
GMM 0.31 0.35 0.39 0.29 0.30 0.33 0.32

methods 3. Moreover, the number of abnormal users detected
by Ensemble1 is also very high and these values are only
slightly less than those of four single methods. This shows
that three methods, KDE, K-means and GMM found mostly
the same set of abnormal users. Conversely, the number of
abnormal users found by Ensemble2 is very small. This value
in JX2 is often less then 10 while on Chan game it is always
zero. This presents that most of the abnormal users determined
by LOF is different from those of K-means and GMM. This
result explains why the performance of LOF in Table I and
Table II is not convincing.

The last metric used to evaluating the performance of
anomaly detection methods is their running time. All ap-
proaches were executed on the same computer system and their
execution time measured in seconds is recored and reported
in Table V and Table VI. These tables show that two non-
parametric methods LOF and KDE perform much slower than
two parametric models, K-means and GMM. Particularly, on
the problems with larger datasets, JX2, LOF is roughly 10 time
slower while KDE is roughly 100 times slower than K-means
and GMM. Therefore, LOF and KDE may not be applicable
to online detection or to the problems where the size of dataset
is very large. On the problem with smaller datasets, Chan
game, LOF and KDE are still slower than K-means and GMM
although the border of the difference between them is not as
large as on JX2.

Overall, the results in this subsection show that the para-
metric detection methods (K-means and GMM) help to achieve
the detection accuracy that is slightly better than the best
non-parametric method, KDE, in the previous research [4].
Moreover, the parametric models also execute much faster
compared to the non-parametric models. Therefore, the para-
metric models should be preferred to online anomaly detection
or in big dataset problems.

VI. CONCLUSIONS AND FUTURE WORK

This paper presented an empirical study of anomaly de-
tection in online games. We proposed the use of non-linear
classification algorithms for evaluating the performance of
unsupervised anomaly detection techniques. We tested four

3The number of abnormal users detected by three rank approaches are the
same since in these methods, we always reported 1% users with the highest
suspicious degree as anomalous.
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classification algorithms on an artificial dataset. The experi-
mental result helped to determine the relevant algorithms for
evaluating the performance of anomaly detection methods.

After that, the effectiveness of four anomaly detection tech-
niques include two non-parametric techniques in the previous
paper [4] and two new parametric methods was investigated.
All methods were applied to detect abnormal users in two
popular games (JX2 and Chan) at VNG company. Their
performance was analysed using three metrics including the
detection accuracy, the number of detected abnormal users
and the execution time. The experimental results showed that
using the parametric methods have some advantages over the
non-parametric methods in the detection accuracy and the
computational time.

There are some research areas for future work which arise
from this paper. First, we would like to examine and propose a
better method for evaluating the performance of unsupervised
abnormal detection techniques. In this paper, we followed the
previous research [4], [21] in using classification algorithms
to measure the accuracy of detection algorithms. However, the
results in this paper showed that, various classification algo-
rithms may leads to different results when using to evaluate the
performance of abnormal detection. In the future, we would
like to study and apply the internal evaluation methods in
clustering algorithms to measure the performance of abnormal
detection techniques.

Second, the results in this paper showed that K-means
performs very convincingly on two tested online games.
However, K-means has a weakness is that its performance
depends on a parameter, the number of chosen cluster. In the
future, we want to apply other clustering algorithms such as
hierarchical clustering algorithms that help to eliminate the
need of predefining the number of clusters in K-means. At
the practical level, we would like to apply the tested anomaly
detection methods to other games and problems to better
understand their performance.
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