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Abstract In this paper, we propose multiple kernels-based interval type-2 possi-
bilistic c-Means (MKIT2PCM) by using the kernel approach to possibilistic clus-
tering. Kernel-based fuzzy clustering has exhibited quality of clustering results in
comparison with “routine” fuzzy clustering algorithms like fuzzy c-Means
(FCM) or possibilistic c-Means (PCM) not only noisy data sets but also overlap-
ping between prototypes. Gaussian kernels are suitable for these cases. Interval
type-2 fuzzy sets have shown the advantages in handling uncertainty. In this study,
multiple kernel method are combined into interval type-2 possibilistic c-Means
(IT2PCM) to produce a variant of IT2PCM, called multiple kernels interval type-2
possibilistic c-Means (MKIT2PCM). Experiments on various data-sets with validity
indexes show the performance of the proposed algorithms.

Keywords Type-2 fuzzy sets � Fuzzy clustering � Multiple kernels � PCM

1 Introduction

Clustering is one of themost important technique inmachine intelligence, approach to
unsupervised learning for pattern recognition. The fuzzy c-Means (FCM) algorithm
[1] has been applied successfully to solve a large number of problems such as patterns
recognition (fingerprint, photo) [2], image processing (color separated clustering,
image segmentation) [3]. However, the drawbacks of FCM algorithm are sensitive to
noise, loss of information in process and overlap clusters of different volume. To
handle this uncertainty, Krishnapuram et al. used the compulsion of memberships in
FCM, called Possibilistic c-Means (PCM) algorithm [4]. The PCM algorithm solves
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so well some problems of actual data input which may be uncertainty, contradictory
and vaguenesses that FCM algorithm cannot handle correctly. Though, PCM still
exists some drawbacks such as: depending deeply on initializing centroid or sensi-
tivity to noise data [5, 6]. To settle these weakness associated with PCM and improve
accuracy in data processing, multiple kernel method based clustering is used. The
main idea of kernel method by mapping the original data inputs into a higher
dimensional space by transform function. However, different input features may
impact on the results, the multiple kernel method can be combined from various
kernels.

Type-2 fuzzy sets, which are the extension of fuzzy sets of type-1 [7], have
shown advantages when solving uncertainty, have been researched and exploited to
many different applications [8, 9], including fuzzy clustering. The interval type-2
Fuzzy Sets (IT2FS) and the kernel method [10, 11] considered separately have
shown potential for the clustering problems. This combination of IT2FS and
multiple kernels gives the extended interval type-2 possibilistic c-Means [12] in the
kernel space. In this paper, we propose a multiple kernels interval type-2 possi-
bilistic c-Means (MKIT2PCM) which is the kernel method based on the possi-
bilistic approach to clustering. Because data-sets could come from many sources
with different characteristics, the multiple kernels approach to IT2PCM clustering
could be to handle the ambiguousness of data. In which, the final kernel function is
combined from component kernel functions by sum of weight average. The algo-
rithm is experimented with various data to measure the validity indexes.

The paper is organized as follows: Sect. 2 brings a brief background of type-2
fuzzy sets and kernel method. Section 3 describles the MKIT2PCM algorithm.
Section 4 shows some experimental results and Sect. 5 concludes the paper.

2 Preliminaries

2.1 Interval Type-2 Fuzzy Sets

A type-2 fuzzy set [9] defined in X denoted ~A, comes with a membership function
of the form l~Aðx; uÞ; u 2 Jx�½0; 1�, which is a type-1 fuzzy set in [0, 1]. The
elements of field of l~Aðx; uÞ are called primary membership grades of x in ~A and
membership grades of primary membership grades in l~Aðx; uÞ are called secondary
ones.

Definition 1 A type-2 fuzzy set, denoted ~A, is described by a type-2 membership
function l~Aðx; uÞ where x 2 X and u 2 Jx�½0; 1�, i.e.

~A ¼ fððx; uÞ; l~Aðx; uÞÞj8x 2 X; 8u 2 Jx�½0; 1�g ð1Þ
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or

~A ¼ Z
x2X

Z
u2Jx

l~Aðx; uÞÞ=ðx; uÞ; Jx�½0; 1� ð2Þ

in which 0� l~Aðx; uÞ� 1
At each value of x, say x ¼ x0, the 2-D plane whose axes are u and l~Aðx0; uÞ is

called a vertical slice of l~Aðx; uÞ. A secondary membership function is a vertical
slice of l~Aðx; uÞ. It is l~Aðx ¼ x0; uÞ for x 2 X and 8u 2 Jx0�½0; 1�, i.e.

l~Aðx ¼ x0; uÞ � l~Aðx0Þ ¼
Z

u2Jx0
fx0 ðuÞ=u; Jx0�½0; 1� ð3Þ

in which 0� fx0 ðuÞ� 1 (Fig. 1).
A type-2 fuzzy set is called an interval type-2 fuzzy set if its secondary mem-

bership function fx0 ðuÞ ¼ 1 8u 2 Jx i.e. such constructs are defined as follows:

Definition 2 An interval type-2 fuzzy set ~A is characterized by an interval type-2
membership function l~Aðx; uÞ ¼ 1 where x 2 X and u 2 Jx�½0; 1�, i.e.,

~A ¼ fððx; uÞ; 1Þj8x 2 X; 8u 2 Jx�½0; 1�g ð4Þ

Footprint of uncertainty (FOU) of a type-2 fuzzy set is union of primary func-
tions i.e. FOUð~AÞ ¼ S

x2X Jx. Upper/lower bounds of membership function
(UMF/LMF) are denoted by �l~AðxÞ and u~AðxÞ.

Fig. 1 Visualization of a
type-2 fuzzy set
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2.2 Kernel Method

Kernel method gives an exclusive approach which maps all data ϕ from the basic
dimensional feature space Rp to a different higher possibly dimensionality vector
space (kernel space). The kernel space could be of infinite dimensionality.

Definition 3 K is a kernel function on X space if

K x; yð Þ ¼ / xð Þ:/ðyÞ ð5Þ

where / is a nonlinear map from X to a scalar space F: / : Rp ! F; x; y 2 X.
Figure 2 [13] represents the mapping from the original space to kernel space

The function k : X � X ! F is called Mercer kernel if t 2 I and x ¼
x1; x2. . .; xtð Þ 2 Xt the t � t matrix K is positive semi definite.

3 Multiple Kernels Interval Type-2 Possibilistic C-Means
Clustering

3.1 Interval Type-2 Possibilistic C-Means Clustering

Interval type-2 possibilistic c-Means clustering (IT2PCM) is an completion of the
PCM clustering in which we use two fuzzification coefficients m1, m2 corre-
sponding to the upper and lower values of membership. Objective functions used
for IT2PCM is shown in:

Jm1ðU; vÞ ¼ min
Xc

i¼1

Xn
j¼1

ðuijÞm1d2ij þ
Xc

i¼1

gi
Xn
j¼1

ð1� uijÞm1

$ %
ð6Þ

Fig. 2 Expression of the mapping from feature space to kernel space
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Jm2ðU; vÞ ¼ min
Xc

i¼1

Xn
j¼1

ðuijÞm2d2ij þ
Xc

i¼1

gi
Xn
j¼1

ð1� uijÞm2

$ %
ð7Þ

where dij ¼k xj � vi k is the Euclidean distance between the jth data and the ith
cluster centroid, c is the number of clusters and n is number of patterns. m1, m2 is
the degree of fuzziness and gi is a suitable positive number. Upper/lower degrees of
membership �uij and uij are formed by involving two fuzzification coefficients m1, m2

(m1\m2) as follows:

�uij ¼

1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm1�1Þ if 1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm1�1Þ 	 1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm2�1Þ

1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm2�1Þ otherwise

8>>><
>>>:

ð8Þ

uij ¼

1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm1�1Þ if 1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm1�1Þ � 1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm2�1Þ

1

1þ
Pc

j¼1

d2
ij
gi

� �1=ðm2�1Þ otherwise

8>>><
>>>:

ð9Þ

i ¼ 1; 2; . . .; c; j ¼ 1; 2; . . .; n

where gij and gij are upper/lower degrees of typicality function calculated by

gij ¼
Pn

j¼1 �uijd
2
ijPn

j¼1 �uij
ð10Þ

and

gij ¼
Pn

j¼1 uijd
2
ijPn

j¼1 uij
ð11Þ

Because each pattern comes with the membership interval as the bounds �u and u.
Cluster prototypes are computed as

vi ¼
Pn

j¼1ðuijÞmxjPn
j¼1ðuijÞm

ð12Þ

In which i ¼ 1; 2; . . .; c

Algorithm 1: Determining Centroids.

Step 1: Find �uij; uij using (8), (9)
Step 2: Set m	 1
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Compute v0j ¼ ðv0j1; . . .; v0jPÞ using (12) with uij ¼ ð�uij þ uijÞ
2 .

Sort n patterns on each of P features in ascending order.
Step 3: Find index k where: xkl � v0jl � xðkþ 1Þl with k ¼ 1; ::;N and l ¼ 1; ::;P
Update uij: if i� k then do uij ¼ uij else uij ¼ �uij
Step 4: Compute v00j by (12) and compare v0jl with v00jl
If v0jl ¼ v00jl then do
vR ¼ v0j:

Else
Set v0jl ¼ v00jl:
Back to Step 3.

For example we compute vL

In step 3
Update uij:
If i� k then do

uij ¼ �uij:
Else

uij ¼ uij:
In Step 4 change VR with vL.
After having vRi , v

L
i , the prototypes is computed as follows

vi ¼ vRi þ vLi
2

� �
ð13Þ

For the membership grades we obtain

uiðxkÞ ¼ ðuRi ðxkÞþ uLi ðxkÞÞ=2; j ¼ 1; . . .; c ð14Þ

where

uLi ¼
XM
l¼1

uil=P; uil ¼ �uiðxkÞ if xil uses �uiðxkÞ for vLi
uiðxkÞ otherwise

�
ð15Þ

uRi ¼
XM
l¼1

uil=P; uil ¼ �uiðxkÞ if xil uses �uiðxkÞ for vRi
uiðxkÞ otherwise

�
ð16Þ

Next, defuzzification follows the ruleif uiðxkÞ[ ujðxkÞ for j ¼ 1; . . .; c and i 6¼ j
then xk is assigned to cluster i
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3.2 Multiple Kernel Interval Type-2 Possibilistic C-Means
Algorithm

Here, we introduce MKIT2PCM algorithm which can use a combination of dif-
ferent kernels. The pattern xj, j ¼ 1; . . .n and prototype vi, i ¼ 1; . . .c are mapped to
the kernel space through a kernel function /: The objective functions used for
MKIT2PCM is shown in

Qm1 U;Vð Þ ¼
Xc

i¼1

Xn
j¼1

um1
ij k /comðxjÞ � /comðviÞ k2 þ

Xc

i¼1

gi
Xn
j¼1

ð1� uijÞm1 ð17Þ

Qm2 U;Vð Þ ¼
Xc

i¼1

Xn
j¼1

um2
ij k /comðxjÞ � /comðviÞ k2 þ

Xc

i¼1

gi
Xn
j¼1

ð1� uijÞm2 ð18Þ

where k /comðxjÞ � /comðviÞ k¼ d/ij is the Euclidean distance from the prototype vi
to the pattern xj which is computed in the kernel space.

Where /com is the transformation defined by the combined kernels

kcomðx; yÞ ¼ \/comðxÞ;/comðyÞ[ ð19Þ

The kernel kcom is the function that is combined from multiple kernels.
A commonly used the combination is a linearly summary that reach as follows:

kcom ¼ wb
1k1 þwb

2k2 þ � � � þwb
l kl ð20Þ

where b[ 1 is a certain coefficient and satisfying the constraint
Pl

i¼1 wi ¼ 1.

The typical kernels defined on R
p � R

p are used: Gaussian kernel k x; yð Þ ¼
exp �x�y2

2r2

� �
and polynomial kernel kðxi; xjÞ ¼ ðxi 
 xj þ dÞ2

The next is how to compute �uij and uij which can be reached by:

�uij ¼

1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm1�1Þ if 1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2Þ
gi

� �1=ðm1�1Þ 	 1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm2�1Þ

1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm2�1Þ otherwise

8>>><
>>>:

ð21Þ

uij ¼

1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm1�1Þ if 1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm1�1Þ � 1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm2�1Þ

1

1þ
Pc

j¼1

d/com
ðxj ;viÞ2
gi

� �1=ðm2�1Þ otherwise

8>>><
>>>:

ð22Þ
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Respectively, where d/com
ðxj; viÞ2 ¼k /comðxjÞ � vi k2

¼ kcom xj; xj
� �� 2

Pn
h¼1 uihð Þmkcom xj; xh

� �Pn
h¼1 uihð Þm þ

Pn
h¼1

Pn
l¼1 uihð Þm uilð Þmkcom xh; xlð ÞPn

h¼1 uihð Þm� � 2

ð23Þ

where gij and gij are calculated by

gij ¼
Pn

j¼1 �uij/comðxjÞ � v2iPn
j¼1 �uij

ð24Þ

gij ¼
Pn

j¼1 uij/comðxjÞ � v2iPn
j¼1 uij

ð25Þ

Algorithm 2. Multiple kernel interval type 2 possibilistic c-Means clustering
Input: n patterns X ¼ fxigni¼1, kernel functions fkigli¼1, fuzzifiers m1;m2 and

c clusters.
Output: a membership matrix U ¼ fuijgj¼1;::;c

i¼1;::;n and weights fwigli¼1 for the
kernels.

Step 1: Initialization of membership grades

1. Initialize centroid matrix V0 ¼ fvigCi¼1 is randomly chosen from input data set
2. The membership matrix U0 can be computed by:

uij ¼ 1Pc
k¼1

dij
dlj

� � 2
m�1

ð26Þ

where m[ 1 and dij ¼ d xj � vi
� � ¼ xj � vi

		 		.
Step 2: Repeat

1. Compute distance dðxj; viÞ2 using formula (23)
2. Compute gij and gij using formulas (24), (25)

3. Calculate the upper and lower memberships �uij and uij using formulas (21), (22)
4. Use Algorithm 1 for finding centroids and using formula (12) to update the

centroids.
5. Update the membership matrix using formula (14)

Step 3: Conclusion criteria satisfied or maximum iterations reached:

1. Return U and V
2. Assign data xj to cluster ci if data (ujðxiÞ[ ukðxiÞÞ, k ¼ 1; . . .; c and j 6¼ k.
Else
Back to step 2.
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4 Experimental Results

In this paper, the experiment is implemented on remote sensing images with
validity index comparisons. The vector of pixels is acquired from various sensors
with different spectral. So that, we can identify different kernels for different
spectrals and use the combined kernel in a multiple-kernel method.

The data inputs involve Gaussian kernel k1 of pixel intensities and Gaussian
kernel k2 of spatial information. The spatial function is defined as follows [14]

pij ¼
X

k2NB xjð Þ
uik ð27Þ

where NBðxjÞ represents a squared neighboured 5 × 5 window with the center on
the pixel xj. The spatial function pij express membership grade that pixel xj belongs
to the cluster i.

The kernel algorithm produces Gaussian kernel k of pixel intensities as data
inputs. We use Lansat-7 images data in this experiment with study data of Cloud
Landsat TM at IIS, U-Tokyo, (SceneCenterLatitude: 11.563043 S
SceneCenterLongitude: 15.782159 W).

The results are shown in Fig. 3 where (a) is for VR channel, (b) is for NIR
channel, (c) is for SWIR channel and (d), (e) and (f) are image results of the

Fig. 3 Data for test: land cover classification. a VR channel image; b NIR channel image; c SWIR
channel image; d MKPCM classification; e IT2PCM classification; f MKIT2PCM classification
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classification of MKPCM, IT2PCM and MKIT2PCM algorithms. Figure 4 com-
pares results between MKPCM, IT2PCM-F, MKIT2PCM algorithms (in percentage
%).

We consulted the various validity indexes -which maybe the Bezdek’s partition
coefficient (PC-I), the Classification Entropy index (CE-I), the Separation index
(S-I) and the Davies-Bouldin’s index (DB-I) [15]. We can see the results of these
indexes in the Table 1

The value of validity indexes coming from MKIT2PCM algorithm has smaller
values of PC-I, S-I, DB-I and larger value only of CE-I. So that, the results in
Table 1 show that the MKIT2PCM have better quality clustering than KIT2PCM
and MKPCM in comparison by validity indexes.

5 Conclusion

In this paper, we applied the multiple kernel method to interval type-2 PCM
clustering algorithm which enhances the efficiency of the clustering results. The
experiments completed for remote sensing images dataset that the proposed algo-
rithm quite better results than others produced by the familiar clustering methods of
PCM. We demonstrated that the proposed algorithm can determine proper clusters,
and they can realize the advantages of the possibilistic approach. Some future

Fig. 4 Comparisons between
the result of MKPCM,
IT2PCM, MKIT2PCM

Table 1 The various validity
indexes

Validity Index MKPCM IT2PCM MKIT2PCM

PC-I 0.334 0.225 0.187
CE-I 1.421 1.645 1.736
S-I 0.019 0.171 0.0608
DB-I 2.42 2.051 1.711
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studies may be focused on other possible extensions can be incorporated interval
type 2 fuzzy sets to hybrid clustering approach to data classification use multiple
kernel fuzzy possibilistic c-Means clustering (FPCM).
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