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Performance Analysis of Multiple-Hop Wireless
Body Area Network

Pham Thanh Hiep, Nguyen Huy Hoang, and Ryuji Kohno

Abstract: There have been increases in the elderly population
worldwide, and this has been accompanied by rapid growth in
the health-care market, as there is an ongoing need to monitor
the health of individuals. Wireless body area networks (WBANs)
consist of wireless sensors attached on or inside the human body
to monitor vital health-related problems, e.g., electrocardiograms
(ECGs), electroencephalograms (EEGs), and electronystagmo-
grams (ENGs). With WBANs, patients’ vital signs are recorded by
each sensor and sent to a coordinator. However, because of obstruc-
tions by the human body, sensors cannot always send the data to the
coordinator, requiring them to transmit at higher power. There-
fore, we need to consider the lifetime of the sensors given their re-
quired transmit power. In the IEEE 802.15.6 standard, the trans-
mission topology functions as a one-hop star plus one topology. In
order to obtain a high throughput, we reduce the transmit power
of the sensors and maintain equity for all sensors. We propose the
multiple-hop transmission for WBANs based on the IEEE 802.15.6
carrier-sense multiple-access with collision avoidance (CSMA/CA)
protocol. We calculate the throughput and variance of the trans-
mit power by performing simulations, and we discuss the results
obtained using the proposed theorems.

Index Terms: Carrier-sense multiple-access with collision avoid-
ance (CSMA/CA) based on IEEE 802.15.6, multiple-hop body area
networks, system throughput, variance of transmit power.

I. INTRODUCTION

RECENTLY, many countries have seen an overall increase
in the size of the elderly population (persons 65 years old

and over) as the number of senior citizens has been increasing
worldwide. In order to assess the health status of elderly per-
sons who are affected by limited financial resources and current
medical services, the ability to perform remote monitoring of
the body’s status and the surrounding environment has become
more important. Furthermore, because many body functions are
traditionally monitored infrequently, it is difficult for doctors to
understand the current state of a patient. Therefore, the moni-
toring of movements and all body functions performed in daily
life is essential. One such monitoring system takes the form of
a wireless body area network (WBAN). A WBAN consists of
interconnected sensors that are either placed around the body or
small enough to be placed inside the body. These sensors contin-
uously monitor a patient’s vital signs and send the information
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to a coordinator. The coordinator stores the vital data received
by all sensors, and sends them to healthcare centers via existing
network links.

The performance of one-hop WBANs, where all sensors
transmit directly to the coordinator, has been analyzed [1]–[3],
[13]–[17]. However, in the one-hop star topology system, some
sensors need to transmit their data at a higher power because
the coordinator is not always close to all sensors. Therefore, the
lifetimes of these sensors will decrease, and each sensor may
interfere with other sensors nearby. Moreover, the link between
the sensors and the coordinator may fail because of obstructions
caused by the human body, especially when the person is mov-
ing. Therefore, a multiple-hop system has been proposed. In
multiple-hop systems, because each sensor transmits its signal
to the neighboring sensor, the transmit power, transmit area, and
effective area are expected to be smaller than the corresponding
values of one-hop systems. Therefore, the number of sensors
that experience interference decreases, and the lifetimes of the
sensors will increase. In addition, even if there is a failure in the
direct link between the sensors and the coordinator fails, the sen-
sor can transmit to the coordinator via other sensors that are also
connected to it. Therefore, in this paper, we analyze multiple-
hop WBAN systems.

Multiple-hop systems have been researched in many studies,
e.g., ad hoc networks, mobile networks, and intelligent trans-
port systems (ITS) [4]–[9]. However, these studies were based
on different standards, i.e., IEEE 802.15.4, IEEE 802.11, etc.
Furthermore, in these systems, the sender(s) send the signal to
the receiver(s) via relay(s), and the relay only forwards the sig-
nal. On the other hand, in WBAN systems, each sensor forwards
the received signal while monitoring the status of the body and
independently generating the vital data. In addition, in the IEEE
802.15.6 standard, the transmission topology is defined as a star-
plus-one topology, and it is currently being revised. We therefore
need to obtain a performance analysis of multiple-hop WBANs
that are based on the IEEE 802.15.6 standard. We have ana-
lyzed the performance of multiple-hop WBANs that comprise
only three sensors. The optimal data rate of each sensor was ob-
tained regardless of the transmit powers and distances between
the sensors [10]. Further, the performance of two-hop topology
systems was analyzed. A method was proposed to find the op-
timal number and location of relay nodes in order to maintain
the high throughput [11], [12]. However, the topology of only
two-hop was considered, and it was assumed that all sensors can
transmit a data packet to the coordinator via two-hop. Therefore,
there is a need for us to analyze WBAN systems that consist of
many sensors and have multiple-hop with regard to the transmit
power, the distance between the sensors, and between sensors
and the coordinator.

1229-2370/15/$10.00 c© 2015 KICS



420 JOURNAL OF COMMUNICATIONS AND NETWORKS, VOL. 17, NO. 4, AUGUST 2015

Fig. 1. WBAN channel model.

Time-division multiple-access (TDMA) and carrier-sense
multiple-access with collision avoidance (CSMA/CA) based on
the IEEE 802.15.6 standard are considered to be attractive ac-
cess protocols for WBANs [13]–[17]. However, TDMA is no
longer available in scenarios where devices frequently join or
withdraw from a WBAN, and multiple WBANs are placed
within each other’s transmission range, whereas CSMA/CA
is still available. Because of the high flexibility and scalabil-
ity of CSMA/CA, we adopted it in this study. We maximized
the throughput of the one-hop star topology system, and we
proved two lemmas to explain the performance of multiple-hop
WBANs. We then compared the throughput and transmit power
for one-, two-, three-, and four-hop systems.

The rest of the paper is organized as follows. In Section II,
we introduce the channel model of the one-hop star topology
of WBANs and maximize the throughput of the one-hop star
topology system. In Section III, we prove two lemmas that ex-
plain the performance of multiple-hop WBANs. In Section IV,
we describe multiple-hop WBANs and express the numerical
evaluation in Section V. Finally, Section VI concludes the pa-
per.

II. ONE-HOP STAR TOPOLOGY FOR WBANS

A. System Model

Fig. 1 shows an example of a WBAN system. There are many
sensors uniformly distributed around the body to monitor the
health status of the individual, and each of the sensors transmits
vital data signals to the coordinator. In a WBAN system based
on the one-hop star topology, all of the sensors transmit their
data directly to the coordinator. The data packets are generated
at each sensor by its access probability. After receiving the in-
formation signal from the coordinator, the sensors can estimate
the distance and channel condition between the coordinator and
themselves. Thus, each sensor appropriately adjusts its transmit
power in order to transmit the signal to the coordinator. The ap-

Table 1. Contention window bounds for CSMA/CA.

User priority CWmin CWmax

0 16 64
1 16 32
2 8 32
3 8 16
4 4 16
5 4 8
6 2 8
7 1 4

propriate transmit power is determined such that the signal-to-
noise ratio (SNR) at the receiver sites equals the threshold of the
desired SNR (dSNRthres).

B. CSMA/CA Based on IEEE 802.15.6

Next, we describe the principle of CSMA/CA based on IEEE
802.15.6. Further details regarding the CSMA/CA procedure
can be found in the standard [1]. In CSMA/CA, a sensor sets
its backoff counter to a random integer number uniformly dis-
tributed over the interval [1,CW], where CW is within the range
(CWmin, CWmax). The values of CWmin and CWmax vary de-
pending on the user priorities as given in Table 1. The sen-
sor begins to decrement the backoff counter by one for each
idle CSMA slot. Once the backoff counter reaches zero, the
sensor transmits the frame. If the channel is busy because of
frame transmissions by other sensors, the sensor locks its back-
off counter until the channel becomes idle. The sensor senses
that the channel is busy if the SNR of the received signal is
higher than the threshold of the effective SNR (eSNRthres).
Normally, dSNRthres > eSNRthres. The transmission fails
if the sensor fails to receive an immediate acknowledgement
(I-ACK) or block acknowledgement (B-ACK). However, in this
paper, we assume that the sensor transmits frames one-by-one;
therefore, the I-ACK is applied to reduce the waiting power and
increase the efficiency of networks. For an even number of fail-
ures, the CW is doubled until it reaches CWmax. Once the data
transmission is successful, the CW is set to CWmin. The algo-
rithm of CSMA/CA algorithm is illustrated in Fig. 2 where the
slot and SIFS denote the CSMA slot and interframe spacing,
respectively, while RAP and CAP represent the random-access
phase and contention-access phase, respectively. F1 denotes a
frame transaction initiated by node 1 in a contended allocation
(e.g., a data-type frame and an I-ACK frame with an interframe
spacing in between), and Tf is the time required to complete
F1. GTn is defined as a nominal guard time, and is assumed to
approximate to a delay time that is the sum of the propagation
delay and the signal-process delay.

The maximum throughput is defined as the maximum num-
ber of MAC layer service data units (MSDUs) that can be trans-
mitted within a unit time. Each MSDU carries additional over-
heads at the MAC and PHY layers, such as PHY preambles,
PHY/MAC headers, control frames, interframe spacing, and the
backoff time. This additional overhead affects the maximum
throughput of the network. Because all sensors can adjust their
transmit power when transmitting signals to the coordinator, the
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Fig. 2. Example of CSMA/CA operation.

bit error rate (BER) is assumed to be very small and can be
considered to be negligible. We assume that there are no packet
losses due to buffer overflows.

The service time (T ) is defined as the total time to trans-
mit a packet, and includes the average backoff time (TCW), the
time to transmit a data packet (TDATA), the interframe spacing
(TpSIFS), the time to receive an immediate acknowledgement
packet (TACK), and the delay time (α).

T = TCW + TDATA + TACK + 2TpSIFS + 2α. (1)

Ts denotes the CSMA slot length. Hence, the average backoff
time is given as follows [14].

TCW =
CWminTs

2
. (2)

Because a data packet consists of a preamble (TP), physi-
cal header (TPHY), MAC header (TMAC), MAC frame body
(TBODY), and frame check sequence (TFCS), the time to trans-
mit a data packet is given by.

TDATA = TP + TPHY + TMAC + TBODY + TFCS. (3)

Because an immediate acknowledgement carries no payload, its
transmission time is given by

TACK = TP + TPHY + TMAC + TFCS. (4)

C. Performance Analysis of One-Hop Star Topology

The number of sensors on the body is denoted by N , and
each sensor randomly and independently accesses a slot time
with probability τ . Based on this assumption, the probability,
Pidle, that no sensor accesses a given slot is readily given by

Pidle = (1− τ)N . (5)

Similarly, the probability, Psuc, that just one sensor accesses a
given slot is expressed as

Psuc = Nτ(1 − τ)N−1. (6)

The collision time, Tc, is defined as the duration of a period
during which other sensors cannot access the channel because

of the occurrence of a collision. However, as mentioned above,
the sensor transmits the signal to the coordinator and waits for
the ACK packet from the coordinator. In the case of a collision,
no ACK packet is sent to the sensor, and the sensor then starts
the countdown of its backoff time. This means that the service
time, T , and the collision time, Tc, are almost the same. In
this paper, we assume T = Tc. Because the system slot-time,
Ts, elapses during an idle slot, we can derive the average slot
duration as follows.

E[slot] = PidleTs + PsucT + (1− Psuc − Pidle)Tc. (7)

Finally, the system throughput, Thros, is given the average
amount of information transmitted in each slot. Note that E[P]
is the average MAC frame body size.

Thros =
PsucE[P ]

E[slot]
(8)

=
PsucE[P ]

PidleTs + PsucT + (1− Psuc − Pidle)Tc

.

The throughput above is maximized as long as we minimize the
term:

f =
Pidle(Ts − T ) + T

Psuc

. (9)

The optimal value τopti that maximizes the throughput is given
by the solution of the equality ∂f/∂τ = 0.

(1− τopti)
N −

T

Ts

(

Nτopti − (1− (1 − τopti)
N )

)

= 0. (10)

Under the condition τ ≪ 1, the approximation

(1− τopti)
N ≈ 1−Nτopti +

N(N − 1)

2
τ2opti (11)

holds, and hence the optimal τ (τopti) can be found

τopti =
1

N
√

T
2Ts

. (12)
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Table 2. Numerical parameters.

Frequency band [MHz] 2400–2483.5
Packet component PSDU
Modulation π/2-DBPSK
Symbol rate Rs [kbps] 600
Data rate Rhdr [kbps] 242.9
Payload size [bytes] 250
Minimum contention windows CWmin[slots] 16
Maximum contention windows CWmax[slots] 64
Clear channel assessment [bits] 63
MAC header [bits] 56
MAC footer [bits] 16
Short interframe spacing time TpSIFS [µs] 50
Preamble [bits] 88
Slot time Ts [µs] 125
Delay time α [µs] 1
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Fig. 3. The throughput for a varying number of sensors, i.e., 5, 10, 15, and 20.

D. Numerical Evaluation for One Hop System

In order to evaluate the theoretical analysis, we use as an ex-
ample the parameters that are summarized in Table 2. Fig. 3
shows the system throughput as τ varies. The number of sen-
sors is varied, i.e., 5, 10, 15, and 20, and for each number of
sensors, there is an optimal τ that gives the maximum through-
put. As the number of sensors increases, the optimal value of
τ decreases. This can also be recognized from Fig. 4, and the
optimal τ is calculated by (12) when the number of sensors in-
creases. This means that each sensor can transmit its packet with
a high probability when there are a small number of sensors.

On the other hand, as shown in Figs. 3 and 4, when the num-
ber of sensors changes, the optimal τ is also changed. However
the maximum throughput values are almost the same.

In one-hop star topologies, in order to transmit directly to the
coordinator, the transmit powers of the sensors should be high,
especially for those sensors that are far from the coordinator. In
addition, direct links from the sensors to the coordinator may be
interrupted because of disturbances caused by the human body.

0 5 10 15 20 25 30 35 40 45 50
0

0.02

0.04

0.06

0.08

0.1

0.12

0.14

0.16

0.18

Number of sensors

O
p

ti
m

a
l 
τ

Fig. 4. τopti for varying number of sensors.

Therefore, these sensors should transmit the signal via other
sensors. Thus, there is a need for a multiple-hop topology for
WBANs.

III. SUPPLEMENTARY THEOREMS

In this section, we explain some lemmas of one-hop star
topology systems, after which we analyze the performance of
multiple-hop WBANs. The system in which all sensors transmit
their signal with the optimal access probability (τopti) is referred
to as scheme 1, while scheme 2 refers to a system in which each
sensor transmits with a different access probability. Let us as-
sume that the total access probabilities of all sensors are fixed at
τtotal for both schemes 1 and 2.

A. Lemma 1

In scheme 1, the system throughput increases when the num-
ber of sensors decreases, meaning that as the number of sensors
decreases, the throughput increases.

From (12), the multiplication Nτopti is fixed; this means that
even if the number of sensors is changed, the total access proba-
bility of all sensors remains fixed if all sensors transmit with the
optimal access probability and τtotal =

√

2Ts/T .
The function f is considered to be a function of the number of

sensors. From (5), (6), (10), and (11), the function f is described
as follows.

f =
(1− τ)N (Ts − T ) + T

Nτ(1 − τ)N−1
(13)

=
(T − Ts)(1 −

τtotal
N

)

1− τtotal
.

Thus, when the number of sensors increases, the function f in-
creases meaning that the throughput decreases. This matches
the result obtained in Fig. 5, where even if the sum of τ for all
sensors is fixed, the throughput decreases when the number of
sensors increases.

B. Lemma 2

In the case where the number of sensors remains the same, the
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Fig. 5. The system throughput in the case where τtotal is fixed as
√

2Ts/T .

throughput of scheme 2 is higher than that of scheme 1, which
means that the throughput of the system with different access
probabilities is higher than that of the system with the same ac-
cess probability.

In a system with different access probabilities, the idle prob-
ability and the successful probability in (5) and (6) are changed
as follows.

Pidle =

N
∏

i=1

(1− τi), (14)

Psuc =

N
∑

i=1

τi

N
∏

j 6=i

(1 − τj) (15)

where τi denotes the access probability of sensor i. We have

(1− τ1)+ (1− τ2)+ · · ·+(1− τN) ≥ N N

√

√

√

√

N
∏

i=1

(1− τi). (16)

Hence,

(
N −

∑N

i=1 τi
N

)N ≥

N
∏

i=1

(1 − τi),

(1 −
τtotal
N

)N ≥

N
∏

i=1

(1 − τi).

Finally, the idle probability of scheme 1 is higher than that of
scheme 2.

(1− τopti)
N ≥

N
∏

i=1

(1− τi). (17)

Similar to the idle probability, the successful probability is
proven as follows.

Psuc =

N
∑

i=1

τi

N
∏

j 6=i

(1− τj) ≥ N N

√

√

√

√

N
∏

i=1

τi

N
∏

i=1

(1− τi)N−1. (18)

This means that the Psuc reaches the minimum when the terms
τi
∏N

j 6=i(1− τj), i = 1, · · ·, N are equal. For each pair k and l,
this becomes

τk

N
∏

j 6=k

(1− τj) = τl

N
∏

j 6=l

(1 − τj) (19)

and then τk(1 − τl) = τl(1 − τk). As a result, τk = τl = τopti
for all k 6= l. In this case, the minimum of Psuc can be rewritten
as

Psuc ≥ N N

√

(τopti(1− τopti)N−1)N ,

≥ Nτopti(1− τopti)
N−1.

Compared to (6), the successful probability of scheme 2 is
higher than that of scheme 1. However, the idle probability of
scheme 2 is lower than that of scheme 1. In order to compare
the throughputs of schemes 1 and 2, We analyze the function f .
Using (17), we have

f =

∏N

i=1(1− τi)(Ts − T ) + T
∑N

i=1 τi
∏

j 6=i(1− τj)
(20)

≤ g =

∏N

i=1(1− τi)(Ts − T ) + T

Nτopti(1− τopti)N−1
.

The partial differential equation with respect to τi, i = 1, · · ·, N
is described as

∂g

∂τi
=

(Ts − T )

Nτopti(1−τopti)N−1





∏

j 6=i

(1− τj)−

N−1
∑

l=1

∏

(1−τj)



.

(21)
Because the function g reaches a maximum when ∂g/∂τi = 0,
from ∂g/∂τi = ∂g/∂τj = 0 we have

∂g

∂τi
−

∂g

∂τj
= 2

(Ts − T )

Nτopti(1−τopti)N−1

l6=i,j
∏

(1−τj)(τi−τj). (22)

Thus, the function g and the function f reach a maximum
when τi = τj and this condition satisfies (17). As a result, the
throughput becomes a minimum when the access probability of
all sensors is equal. This means that the throughput of scheme 2
is higher than that of scheme 1.

In scheme 2, let us assume that the τi = i2τtotal/N(N + 1),
and the throughputs of schemes 1 and 2 are shown in Fig. 5.
The throughput of scheme 2 is higher than that of scheme 1.
However when the number of sensors varies, the throughput of
scheme 2 decreases or increases depending on the number of
sensors in each system.

Moreover, because Ts < T , we have

(τi − τj)

(

∂g

∂τi
−

∂g

∂τj

)

= (23)

2
(Ts − T )

Nτopti(1−τopti)N−1

l6=i,j
∏

(1−τj)(τi−τj)
2 ≤ 0. (24)

Consequently, the function g is Schur-concave [19]. Note that
when the function g decreases, the function f also decreases and
the throughput increases. This means that the system throughput
is Schur-convex.
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IV. MULTIPLE-HOP TOPOLOGY FOR WBANS

A. System Model for Multiple-Hop Topology

The system model for the multiple-hop topology is the same
as that for the one-hop star topology which is described in sub-
section II-A. However, in the multiple-hop system, the sensor
can transmit the signal to its neighbor sensor instead of the coor-
dinator. The sensor that transfers the signals of neighbor sensors
is called a relay sensor, and the sensor that transmits its signal
to the neighbor sensor or the coordinator is called the transmit
sensor. Because all sensors generate packets of vital data for
transmission to the coordinator, all of the sensors are transmit
sensors, and they can all act as relay sensors for the other sen-
sors. For each path (from a transmit sensor to the coordinator),
the transmit power of the transmit sensor and relay sensors on
a given path is expected to be lower than that in the one-hop
topology (direct path). However, the total transmit power of all
sensors in a given path may be higher than that of a direct path.
Thus, we assume that the signal is transmitted to the coordinator
via multiple-hop only in cases where the total transmit power of
all sensors on this path is equal to or lower than the transmit
power of the direct path.

We assume that the access probability (τ ) of all sensors in the
multiple-hop system is the same as that of the one-hop topol-
ogy. However, in the multiple-hop system, relay sensors should
transfer the signal of the other sensors; hence, the access proba-
bility of relay sensors increases according to the number of paths
to which it joins. As a result, in the multiple-hop system, we
should consider a different access probability.

B. Mechanism for Calculating Throughput

The mechanism for the routing and calculating the throughput
are described as follows.

B.1 Routing

After receiving a packet requesting a connection from a trans-
mit sensor, the relay sensor estimates the channel model accord-
ing to the received transmit power, and calculates the required
transmit power for the transmit sensor according to dSNRthres.
The relay sensor adds the estimated transmit power of the trans-
mit relay, renews the number of hops in the packet, and broad-
casts the packet to all neighboring relays using the maximum
transmit power. The neighboring relay that receives the packet
destroys it if the number of hops in the packet is higher than
the maximum number of hops; otherwise, the neighboring relay
estimates the transmit power of the relay sensor, adds it to the
packet, renews the number of hops, and broadcasts the packet
using maximum transmit power. The process is then repeated
until the packet arrives at the coordinator. After receiving the
packet requesting a connection, including direct packets, the co-
ordinator calculates the total transmit power for each path and
replies to the transmit sensor via the path that has the minimal
total transmit power. If none of the multiple-hop paths require a
total transmit power that is less than or equal to that of the direct
path, the coordinator replies directly to the transmit sensor. In
the reply packet, the relay sensor (if necessary) and its transmit
power are both specified.

B.2 Transmit Power of Sensors

As mentioned above, relay sensors and their corresponding
transmit powers are specified in the reply packet that is sent to
each transmit sensor; hence, if a sensor joins multiple paths,
there may be different transmit powers. In this case, the transmit
power is the maximum one.

B.3 System Throughput

The sensor that directly transmits or transfers data packets to
the coordinator is called the final sensor. Thus, the throughput
is the total throughput of all paths that exist between the final
sensors and the coordinator. The simulation result is described
in the following section.

V. NUMERICAL EVALUATION FOR MULTIPLE-HOP
TOPOLOGY

A. System Parameter

We assume that N sensors are randomly distributed on the
body. All of the sensors can control their own transmit powers,
and can communicate with sensors that are within their transmit
range. In this paper, because we assumed that the relay sen-
sor can receive error-free data when the received SNR is greater
than or equal to dSNRthres, we did not include a detailed
analysis of their modulation and coding. The relation between
dSNRthres and eSNRthres becomes important. The value of
dSNRthres is assumed to be fixed at 0 dB, while eSNRthres is
varied, e.g., −5 dB, −10 dB, and −15 dB. When sensor i trans-
mits a signal to other sensors, if the received SNR of sensor j is
greater than or equal to that of eSNRthres, sensor i is called the
effective sensor of sensor j, and sensor i is said to be within the
effective range of sensor j. In addition, if the received SNR of
sensor j is greater than or equal to that of dSNRthres, sensor i is
said to be within the transmit range of sensor j. The maximum
number of hops changes, e.g., 1, 2, 3, and 4. The other parame-
ters remain the same as in the one-hop system (Table 2). In this
paper, the channel model is defined as the one of body surface
to body surface, CM3 [18]. The path amplitude δ is modeled by
an exponential decaying factor ζ with Rician factor ξ in dB as
follows.

10 log10 |δ|
2 = ξ + 10 log10

(

exp

(

−ιd
ζ

))

+ β, for d 6= 0

(25)
where β is a stochastic term having the log-normal distribution
with zero-mean and standard deviation σ, ιd is the propagation
delay, which depends only on the distance between the sensors
or between sensors and the coordinator, d. An example of a
channel model is set as ξ = 8, ζ = 3, and σ = 1 and the numer-
ical result is described in the following sections.

B. Throughput

Fig. 6 shows the throughput when the eSNRthres and the
number of sensors are changed. As shown in Fig. 6, in the
multiple-hop system, as the number of hops increases, so too
does the possible system throughput that can be achieved. This
can be explained from Figs. 7 and 8.
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Fig. 6. Throughput with different values of eSNRthres.
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Fig. 7. Paths from the transmit sensors to the coordinator, N = 10.

When the number of hops increases, the transmit power of
each sensor is decreased. Therefore, there are a smaller num-
ber of effective sensors. Moreover, the number of paths between
the final sensors and the coordinator decreases, which means
that the total access probability of each path is high. The to-
tal number of paths in a system is the same as the number of
sensors. However, in the case of a single hop, the access prob-
ability of each path is the same, while in the case of multiple
hops, as the number of hops increases, there is a larger number
of paths whose access probability is zero. On the other hand, the
access probability of the other paths increases. Consequently,
for a higher number of hops, the access probability of all paths is
determined by the access probability of all paths when there are
a smaller number of hops. According to lemma 2, the through-
put is Schur-convex, and the throughput of the larger number
of hops is therefore higher. On the other hand, compared to
one hop systems, when eSNRthres is significantly less than
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Fig. 8. Paths from the transmit sensors to the coordinator, N = 25.

dSNRthres, the throughput of the one-hop star topology sys-
tem is higher than that of multiple-hop systems. The reason for
this is that lemma 2 can also be applied to the case with a lower
eSNRthres, however, the overall number of effective sensors
and the coordinator significantly increases. Therefore, the to-
tal access probability of the final sensors becomes substantially
lower than τtotal , and the throughput of one hop is higher than
that of multiple hops. On the other hand, when eSNRthres is
close to dSNRthres,the throughput increases as the number of
hops increases. The reason for this is as explained above.

Generally, the effective range is two times larger than the
transmit range. This means that dSNRthres is four times
higher than eSNRthres, which is approximately 6 dB. Because
dSNRthres is assumed to be 0 dB, eSNRthres is −6 dB. Ac-
cording to Fig. 6, the throughput of multiple-hop systems is gen-
erally higher than that of one-hop systems. As shown in Fig. 6,
the system throughput increases when the number of sensors in-
creases. This can be explained as follows. When the number of
sensors increases, the transmit sensor can transmit to the coor-
dinator via the others under the condition that the total trans-
mit power for multiple hops is less than or equal to that of one
hop. Further, the distance between sensors decreases, and the
transmit power therefore decreases. This causes the number of
effective sensors to also decrease. In addition, the access prob-
ability of the final sensors changes. According to lemmas 1 and
2, the throughput increases when the number of effective sen-
sors decreases (although the total access probability of all final
sensors is slightly smaller than τtotal, lemmas 1 and 2 can also
be applied).

C. Transmit Power

Fig. 9 shows the average transmit power of each sensor after
10,000 simulations. For the same number of hops, the trans-
mit powers of all sensors are the same even when eSNRthres is
changed. However, the transmit power decreases when the num-
ber of hops increases. This is an advantage of multiple-hop sys-
tems, not only in the context of WBANs, but also with general
wireless multiple-hop systems. In order to evaluate the fairness
of all sensors, we consider the variance of the transmit power.
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Fig. 9. The average transmit power of each sensor in case N = 15.

V ar =
N
∑

i=1

(pi − p̄)2 (26)

where pi and p̄ denote the transmit power of sensor i and the
average transmit power of all sensors, respectively.

Fig. 10 shows the variance of the transmit power in the case
where the number of sensors is changed, e.g., 10 and 20. Note
that in the one-hop topology, the transmit power depends on the
distance between the sensors and the coordinator. In addition,
some sensors are far from and some sensors are close to the co-
ordinator. Therefore, the variance of the transmit power in one-
hop systems is highest, regardless of the number of sensors. In
the case where the number of sensors is small, as the number of
hops increases, so too will the variance of the transmit power.
This can be explained as follows. In the case where the number
of hops is large, only a few sensors function as relay nodes. The
transmit power of relay nodes is higher than that of the other
nodes. In particular, when the number of sensors is small, the
relay sensors are not always close to the coordinator (Fig. 7).
Therefore, the transmit power of relay sensors is much higher
than that of transmit sensors. On the contrary, in the case where
the number of hops is low, many sensors function as relay sen-
sors, and the difference in the transmit powers of the transmit
sensors and relay sensors is therefore not very high. As a result,
although the average transmit power of all sensors is lower when
there is a larger number of hops, the variance of the transmit
power is higher than in the case where there is a lower number
of hops.

On the other hand, in the case where the number of sensors
is high, the sensors that are close to the coordinator function as
the relay node, and the transmit power of the relay sensors is
therefore not significantly higher than that of the other nodes.
Consequently, as the number of hops increases, the variance of
the transmit power decreases.

1 2 3 4
2

4

6

8

10

12

14
x 10

−5

Number of hops

V
a

ri
a

n
c
e

 o
f 

tr
a

n
s
m

it
 p

o
w

e
r

 

 

N = 20

eSNRthres =   10

eSNRthres =   5

eSNRthres =   15

− 

− 

− 

N = 10

Fig. 10. The variance of transmit power.

VI. CONCLUSION

In this paper, we analyzed the performance of a multiple-hop
WBAN system with the CSMA/CA protocol based on IEEE
802.15.6. We obtained the optimal access probability with re-
spect to the throughput for a one-hop topology, and we proved
two lemmas to discuss the performance of multiple-hop sys-
tems. We proposed an algorithm to calculate the throughput, and
we analyzed both the throughput and the transmit power of the
system. Generally, as the number of hops increases, the po-
tential system throughput also increases. However, the system
throughput decreases when the threshold of the effective SNR
is much lower than the threshold of the desired SNR. On the
other hand, as the number of hops increases, the average trans-
mit power decreases. However, when the number of sensors is
small, there is a larger number of hops, and there is a higher
transmit power variance, whereas when the number of sensors
is large, as the number of hops increases, the variance of the
transmit power will decrease.

We proposed a performance analysis method for systems that
are based on the IEEE 802.15.6 standard. However, this method
can also be used to analyze the system performance for systems
that are based on other standards, such as IEEE 802.15.4 and
IEEE 802.11, by changing the parameters according to these
standards. In future work, we will compare the system perfor-
mance for different standards. Furthermore, we assumed that
the modulation and coding followed the IEEE 802.15.6 stan-
dard, and did not consider the delay. This will also be included
in future work.
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